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Multiscale modelling of nuclear magnetisation
dynamics: spin relaxation, polarisation transfer
and chemical exchange in 129Xe@cryptophane(aq)
structures†

Perttu Hilla * and Juha Vaara

Computational nuclear magnetic resonance (NMR) spectroscopy of supramolecular Xe@cryptophane(aq)

complexes requires a multiscale approach due to the interplay of molecular dynamics, spin relaxation,

chemical exchange, and solvent effects. The flexible cryptophane cage consists of approximately

150 atoms, including 50 protons, and the encapsulated xenon atom undergoes significant dynamics.

Furthermore, the biosensing applications of this structure occur in aqueous, non-deuterated solvents.

Consequently, fluctuations in internuclear dipole–dipole (DD) couplings lead to spin relaxation and

polarisation transfer between nuclei, with Xe exchange between the solvent and the cage playing a

pivotal role. Here, we introduce a novel molecular dynamics (MD)-based approach to simulate DD-

driven magnetisation dynamics, incorporating intermolecular relaxation and cross-relaxation effects that

are often overlooked in traditional MD–DD modelling. We compute the 129Xe and 1H relaxation times

for Xe(aq) and two water-soluble Xe@cryptophane(aq) systems and examine the spin polarisation-

induced nuclear Overhauser effect (SPINOE) between hyperpolarised xenon and the surrounding

protons, obtaining results in good agreement with the available experimental data. Using a two-site

exchange model and first-principles computed Xe chemical shifts, we assess the impact of xenon

exchange on observable relaxation and polarisation transfer and simulate the 129Xe NMR spectrum,

accounting for both chemical exchange and DD relaxation. This work bridges the gap between fully

quantum-mechanical spin dynamics simulations and traditional MD–DD approaches and presents the

first comprehensive SPINOE modelling and relaxation analysis in xenon biosensor systems.

1 Introduction
1.1 Background

1.1.1 Magnetisation dynamics in molecular systems. A nuclear
spin ensemble displaced from thermal equilibrium undergoes a
combination of coherent time evolution and incoherent relaxation
back towards the equilibrium. The resulting, observable NMR signal
is the free induction decay (FID) of the macroscopic nuclear
magnetisation M(t) = [Mx(t), My(t), Mz(t)]

T, where the coherent and
incoherent effects are responsible for the oscillation and decay of

the signal, respectively. In high-field liquid-state NMR, and in the
absence of externally applied radiofrequency fields (i.e., during
free evolution), the oscillation frequencies are determined by
isotropic spin interactions, whereas molecular dynamics and
the resulting incoherent fluctuations of spin interactions con-
tribute to relaxation.1 The incoherent mechanisms can lead to
cross-relaxation, i.e., magnetisation transfer between spins.
A famous example is the nuclear Overhauser effect (NOE)2 caused
by the direct dipole–dipole (DD) coupling. In the presence of
hyperpolarised (hp) spins, the NOE is particularly strong and is
called spin polarisation-induced NOE (SPINOE).3–6

In addition to single-molecule dynamics, particularly rota-
tion with respect to the direction of the external magnetic field,
the time evolution of M(t) is affected by chemical exchange,
which typically occurs on a much slower time scale than the
molecular tumbling. Chemical exchange can lead to signal
decay, coalescence of spectral peaks and magnetisation transfer
between the exchanging sites.1 In many cases, a satisfactory
model for the dynamics of M(t) requires a combination of
coherent evolution, spin relaxation and chemical exchange.
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A particularly challenging task is the modelling of relaxation.
For approximately rigid molecules in isotropic solvents, it is
reasonable to assume that isotropic rotational diffusion of a rigid
rotor provides a relevant motional model. This approximation can
be applied in the framework of NMR relaxation theory to estimate
the auto- and cross-relaxation rates of the spins, which can then
be used in spin dynamics simulations. However, this model can
be too simple for describing conformationally flexible molecules.
In addition, it cannot explicitly describe intermolecular relaxation.
These features can become important in relatively large and
flexible molecules with tens of spins, in solvents of high proton
spin density (such as water) and/or when the system includes non-
covalently bonded chemical units or atoms. Due to the complexity
of such systems, a fully quantum-mechanical treatment of spin
dynamics is usually not feasible.

When the DD mechanism dominates relaxation, a usual
situation for liquid-phase spin-1/2 systems in the absence of
unpaired electrons, relaxation rates can be computed from
molecular dynamics (MD) simulation trajectories.7–15 MD
simulations account for all types of motion in the system,
and allow straightforward computation of the intermolecular
contributions to relaxation.8,9,14,16,17 As opposed to analytical
motional models, no distinction between different motional
modes, such as rotation and translation, needs to be made. MD
simulations are typically more accurate in describing the inter-
nuclear dynamics and, therefore, the DD relaxation rates, than
the rigid-rotor model. However, it is a common practice in
DD-relaxation modelling with MD simulations (termed MD–DD
modelling from now on) to neglect cross-relaxation and,
thereby, the resulting polarisation transfer between chemically
non-equivalent spins. Hence, although the traditional MD–DD
modelling provides a better dynamical description than the
rigid-rotor model, the inherently coupled time evolution of
spins is not routinely taken into account.

From the modelling point of view, the presence of chemical
exchange introduces further difficulties. If it plays an important
role in the studied system, the coherent and incoherent
mechanisms have to be computed for each exchanging site n.
The exchange rates between the sites, within a suitable
exchange model, can then be used to simulate the combined
time evolution of all the {M(n)(t)}. The total size of the combined
system is a sum over the sizes of the individual systems, which
increases the computational demands.

1.1.2 Xe NMR. Xenon atoms can noncovalently bind to
various microscopic pockets and cavities in molecules and
materials. Within such environments, interaction takes place
between the sensitive electron cloud of the guest and the host,
reported by the NMR chemical shift (CS) of the xenon
nucleus.18–21 In the 1990s, Xe was shown to form supramole-
cular host–guest complexes with organic cage molecules, parti-
cularly with cryptophanes (Cr).22–24 Inside such hosts, the
xenon CS can span a range of hundreds of ppm. Among the
NMR-active isotopes of xenon, the spin-1/2 129Xe isotope is
notable for its relatively high natural abundance of 26% and
the absence of rapid quadrupolar relaxation, as compared to
the spin-3/2 131Xe isotope.

In addition to the favourable chemical and NMR properties
of 129Xe, the spin-exchange optical pumping (SEOP) method25,26

can be used to easily hyperpolarise a sample of xenon gas. This
process involves transferring the electron spin polarisation of
alkali–metal atoms (typically rubidium) to the polarisation of
xenon nuclei. SEOP can enhance the Xe NMR signal by a factor
of e = 104 as compared to thermal polarisation at room tempera-
ture. Consequently, hp 129Xe NMR has found use in the study of
porous materials and in medical imaging.20,27,28

1.1.3 Xe NMR biosensors. Because xenon is a noble gas
and, hence, chemically inert, it cannot be used as such to target
specific molecules. To overcome this issue, it was demonstrated
by the Pines lab in 200129 that 129Xe could be used for molecule-
selective chemical sensing after encapsulating it in a functio-
nalised cryptophane cage. Such guest–host complexes are
nowadays called xenon biosensors (XBSs).30–36 The functional
unit is a chemical moiety attached onto the cage, designed to
bind with a specific target molecule. The binding changes the
chemistry of the XBS, the effect is mediated to the sensitive
electron cloud of the xenon guest and, finally, the event is
reported by the Xe CS.

A direct NMR measurement of Xe is not typically feasible
due to the low population of the host-bound site prevailing in
typical biosensing situations. Because the binding to the host
cage is weak, chemical exchange occurs between the bound and
free xenon sites, with ‘free’ here referring to the hp Xe in the
bulk solvent. The exchange process is illustrated in Fig. 1 and
described by the rate equation

½Xe� þ ½Cage� Ð
kþ

k�
½Xe@Cage�: (1)

The exchange-rate constants k� describe the association and
dissociation of the Xe@Cage complex, and are related to the
exchange rates n� and the concentrations as

n+ = k+[Xe][Cage]

n� = k�[Xe@Cage].

The equilibrium exchange rate is defined as

nex � neq
+ + neq

� . (2)

For most cages, including the Cr structures, nex is of the order
of 102–103 s�1.37–47 Because the Xe CS is a sensitive probe of the
chemical environment – resulting in a significant change in the
NMR frequency o between the bound and free sites – nex is
located in the slow exchange regime, such that

nex
jDoj � 1. Here,

Do is the difference in the resonance frequencies of the
exchanging sites. The binding equilibrium is also characterised
by the association constant

Ka ¼
kþ
k�
¼
½Xe@Cage�eq
½Xe�eq½Cage�eq

; (3)

with value in the order of 103–104 M�1.22,38–52 These character-
istics allow the use of the chemical exchange saturation trans-
fer (CEST)53 method, which can enhance the Xe NMR signal by
a factor of the order of 103.
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The use of XBSs in low-concentration chemical sensing is
founded in the combination of the SEOP and CEST methods in
the so-called hyper-CEST experiment.54–57 There, hp Xe gas is
allowed to undergo chemical exchange [eqn (1)] between the
solvent and the host cages, with frequency-swept, continuous
irradiation applied over the CS range of Xe. Irradiation coin-
ciding with the resonance frequency of the host-bound Xe
renders equal the populations of the nuclear spin states, and
destroys the longitudinal magnetisation of the bound site at
that frequency. As a result of the exchange back to the majority
(solution) site, the intensity of the solution-state Xe signal
decreases by an amount that depends on the irradiation
frequency. When the bulk signal intensity is plotted as a
function of the irradiation frequency, in the so-called z-spectrum,
the resonance frequencies of the less populated sites are revealed.
Hyper-CEST can increase the signal intensity altogether by a factor
of 107, which significantly reduces the minimum concentration
of the Xe@Cage complexes that can be detected. This was
demonstrated in ref. 58 where picomolar detection of crypto-
phane-based complexes was possible.

1.2 Relaxation

1.2.1 Relaxation as chemical contrast. The Xe CS has been
used as the main source of information in the field of XBSs.
However, when the biosensor attaches to a target molecule, not
only do its static spectral properties change, but also its
magnetisation dynamics, including relaxation. In particular,
the reorientational motion of the XBS, which strongly influences
the relaxation rate of the Xe guest due to the DD coupling to the
cage protons, can be expected to slow down. Hence, the relaxation
time of Xe can be indicative of the same binding information as
the CS, as was experimentally demonstrated in ref. 59.

1.2.2 Polarisation transfer and SPINOE. Previous studies
have shown that polarisation transfer between Xe and its
surrounding spins can provide structural and thermodynamic

information.60–64 Importantly, polarisation transfer from hp
129Xe to other spins, specifically via the DD cross-relaxation
mechanism, was first proposed by Navon and coworkers, in
1996.3 This technique was termed spin polarisation-induced
NOE, or SPINOE.4–6 During the decade that followed, the
SPINOE signal enhancement of the spins residing in the spatial
proximity of hp 129Xe found use in studies of both molecules
that bind xenon,65–69 as well as surfaces and solids,70–73 where
solid-state NMR techniques could be combined with SPINOE.74–77

Polarisation transfer from hp Xe acting in the role of solvent
for various solute molecules, has also been demonstrated.78,79

In 1999, Luhmer et al. were the first to study the SPINOE
enhancement of cryptophane protons in the presence of encap-
sulated hp Xe.80 According to the results, the signal enhance-
ment depends on the average Xe-proton distance, which
provides valuable insight into the structural details of xenon
confinement within the host cage, relevant to the field of XBSs.
SPINOE has then been used in further studies of Xe@crypto-
phane complexes.81–84

One of the difficulties in interpreting Xe-proton SPINOE
measurements has been the presence of cross-relaxation
between protons (spin diffusion), which mixes their SPINOE
enhancement intensities and renders the extraction of, e.g., inte-
ratomic Xe-proton distances less straightforward.66,80 Experimental
techniques that quench the proton–proton cross-relaxation during
the SPINOE transfer were demonstrated.81 Computational model-
ling of SPINOE, which could provide the necessary microscopic
information for the interpretation of the experimental results was,
however, never conducted.

1.3 Modelling

1.3.1 Multiscale modelling of Xe@host systems. Features
that need to be considered in realistic magnetisation-dynamic
modelling of Xe@host systems are

(1) coherent time evolution due to Xe CS,

Fig. 1 Chemical exchange of xenon with a cryptophane cage. The 3AC and 6AC cryptophane-A derivatives studied in the present work are composed of
two connected cyclotribenzylene (CTB) bowls. The chemical groups attached to the six binding sites of the cages, Ri in the figure, are indicated.
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(2) spin relaxation and polarisation transfer between the
guest and the host, caused by the DD mechanism, as well as

(3) chemical exchange of hp Xe between the bulk solution
and the cage confinement.

The Xe@Cr complex consists of the roughly spherical cage
containing tens of proton spins, and the encapsulated, non-
covalently bonded hp 129Xe, as shown on the right-hand-side of
Fig. 1. Hence, a specific Xe-few proton subsystem of relevance
cannot be identified. Cryptophanes are structurally flexible and
the chemical moieties at the perimeter of the CTB bowls are
mobile. In the XBS context the natural solvent environment is
water, so intermolecular relaxation due to the H2O protons
needs also be considered. All these features suggest that the
MD–DD approach is more reasonable than the rigid-rotor
model. On the other hand, accounting for cross-relaxation
and, hence, spin diffusion is desirable to model the SPINOE
polarisation transfer.

The present work advances the theoretical and computational
modus operandi for liquid-state NMR modelling of magnetisation
dynamics in large and motionally flexible systems, affected by
chemical exchange. We aim at bridging the gap between the
traditional MD–DD modelling, which neglects cross-relaxation,
and fully quantum-mechanical spin-dynamics simulations, which
conventionally employ the rigid-rotor model. This is done by
(i) organising chemically equivalent spins to a few groups, which
allows simulation of large spin systems, (ii) simulating the
magnetisation dynamics via direct time propagation of the NMR
observables and (iii) replacing the analytical motional models by
detailed microscopic MD trajectories. The present approach
represents multiscale modelling because it involves computing
nuclear spin interactions at the microscopic scale using electronic
structure theory and MD simulations. These interactions then
drive the time evolution of the macroscopic-scale nuclear magne-
tisation dynamics, computed by propagating the magnetisation
observables. This allows, for the first time, a comprehensive
computational modelling of SPINOE experiments. The developed
methods are applied to simulate the magnetisation dynamics in
three model systems relevant to the XBS field: free Xe and two
different water-soluble Xe@cryptophane-A derivatives, named
3AC and 6AC [see Fig. 1], with each system in explicit water
solvation. A two-site model is used to combine the time
evolution of the free and host-bound Xe sites undergoing
chemical exchange. We simulate the longitudinal magnetisation
dynamics of the systems, including NOE/SPINOE polarisation
transfer, as well as the 129Xe NMR spectrum under different
chemical-exchange conditions.

2 Theoretical background

The following assumptions, which are practically always made in
MD–DD modelling, are also used throughout the present work:

(1) Only the DD-mechanism contributes to relaxation and
(2) cross-correlation between the DD couplings is neglected.
When only DD-relaxation is significant, no quantum-chemical

calculations, which are computationally very demanding for large

systems, are needed – the atomic MD trajectories contain the
necessary information. We restrict ourselves to spin-1/2 nuclei,
which means that there is no quadrupolar relaxation. Note that
cross-relaxation and cross-correlation are distinct. The former
describes the interconnection of the time evolution of different
spins, such as those of nuclei 1 and 2, due to incoherent spin
interactions. In contrast, cross-correlation refers to the contri-
butions to relaxation rates that arise from correlation between
two different spin interactions, such as DD and chemical shift
anisotropy, for a single spin. The contribution from cross-
correlated DD couplings can be assumed relatively weak as
compared to the autocorrelated part, because DD cross-
correlation only couples the time evolution of single-spin
operators to product operators of spin order (the total number
of single-spin operators in the product) three or more, as
shown in the ESI.† The latter have nearly zero population at
room-temperature thermal equilibrium. Furthermore, they do
not gain significant population during the dynamics, either.
Hence, their overall effect on the time evolution of the spin system
can be deemed small.85 We also assume that, due to the fact that
there are no covalent bonds, the Xe-proton J-couplings are negli-
gible, when simulating the 129Xe NMR spectrum.

2.1 Magnetisation dynamics

2.1.1 Longitudinal and transverse magnetisation. Under
the above assumptions, the DD relaxation mechanism is left
to only intermix the longitudinal single-spin operators among
themselves, and the well-known two-spin Solomon equations,86

d

dt
Sz;1ðtÞ ¼ �Rz;1DSz;1ðtÞ � rz;12DSz;2ðtÞ

d

dt
Sz;2ðtÞ ¼ �Rz;2DSz;2ðtÞ � rz;12DSz;1ðtÞ;

8>>><
>>>:

(4)

(for spins 1 and 2) can be trivially extended to a system of any
number of spins:

d

dt
Sz;iðtÞ ¼ �

X
jai

Rz;ijDSz;iðtÞ þ
X
jai

rz;ijDSz;jðtÞ
" #

¼ � Rz;iDSz;iðtÞ þ
X
jai

rz;ijDSz;jðtÞ
" #

; 8i:

(5)

Here, we have denoted the expectation value as hŜz,ii(t) � Sz,i(t),
the deviation from thermal equilibrium as DSz,i(t) � hSz,ii(t) �
Seq

z,i, and
P
jai

Rz;ij � Rz;i. The summation in each case is carried

out over all spins other than i. The longitudinal auto- and cross-
relaxation rates between spins i and j,

Rz;ij ¼
1

24
3JD

ij oið Þ þ JD
ij oi � oj

� �
þ 6JD

ij oi þ oj

� �h i
(6)

rz;ij ¼
1

24
�JD

ij oi � oj

� �
þ 6JD

ij oi þ oj

� �h i
; (7)

respectively, depend on the autocorrelated spectral density
functions JD

ij (o) (vide infra) of the DD interaction between the
spins, evaluated at different combinations of their resonance
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frequencies oi and oj.
87 Eqn (5) effectively treats the entire spin

assembly as a network of DD-coupled two-spin systems.
2.1.2 Chemical equivalence. In NMR experiments, the

chemically equivalent (CE) spins have the same resonance
frequency and cannot be distinguished – only their sum mag-
netisation can be manipulated and observed. Using eqn (6) and (7),
we get for the sum magnetisation of a pair of CE spins

d

dt
Sz;iðtÞ þ Sz;jðtÞ
� �

¼ � Rz;ij þ rz;ij
� �

DSz;iðtÞ þ DSz;jðtÞ
� �

; (8)

where

Rz;ij þ rz;ij ¼
1

8
JD
ij oð Þ þ 4JD

ij 2oð Þ
h i

; (9)

and oi = oj = o. We later develop the general framework for systems
of any number of spins.

In the case of transverse magnetisation, we have

d

dt
Sþ;iðtÞ ¼ � Rþ;iDSþ;iðtÞ þ

P
jai

rþ;ijDSþ;jðtÞ
" #

; 8i: (10)

where S+,i(t) = Sx,i(t) +iSy,i(t) and Rþ;i ¼
P
j

Rþ;ij . The transverse

auto- and cross-relaxation rates are

Rþ;ij ¼
1

48
4JD

ij 0ð Þþ3JD
ij oið Þþ6JD

ij oj

� �h

þ JD
ij oi�oj

� �
þ6JD

ij oiþoj

� �i (11)

rþ;ij ¼
1

48
2JD

ij 0ð Þþ3JD
ij oið Þþ3JD

ij oj

� �
þ2JD

ij oi�oj

� �h i
; (12)

respectively. At high field, transverse cross-relaxation between
chemically non-equivalent (CnE) spins is suppressed by virtue
of the secular approximation:1,88 CnE spins have large differ-
ences in their resonance frequencies, due to their distinct CS
values. This leads to rapidly oscillating, complex phase factors
in the matrix elements of the relaxation superoperator that
correspond to transverse cross-relaxation. Such matrix ele-
ments average to zero during the time evolution of the spin
system, and this suppresses transverse cross-relaxation. How-
ever, similarly to the longitudinal case, transverse cross-
relaxation does contribute to the observable auto-relaxation
rate of the sum magnetisation of CE spins, and we have

d

dt
Sþ;iðtÞþSþ;jðtÞ
� �

¼� Rþ;ijþ rþ;ij
� �

DSþ;iðtÞþDSþ;jðtÞ
� �

;

(13)

where

Rþ;ijþ rþ;ij ¼
1

16
3JD

ij 0ð Þþ5JD
ij oð Þþ2JD

ij 2oð Þ
h i

: (14)

The analytic expressions of all the relaxation rates of this paper
were obtained using the RELA

2
X programme,87,89 and a Jupyter

Notebook90 with the necessary calculations is provided in
the ESI.†

As the main interest in this work is longitudinal magnetisa-
tion dynamics and the NMR spectrum of Xe, we assume that

the secular approximation holds between all CnE protons and,
therefore, neglect transverse cross-relaxation between them.

2.1.3 Traditional MD–DD modelling. Conventionally one
assumes all homonuclear spins (of the same isotopic type),
e.g., protons, to be chemically equivalent to the extent that the
analytic formulae for the relaxation rates in eqn (9) and (14) are
applicable, but with each pair of spins ij having their own Jij(o),
as governed by their internuclear dynamics. Heteronuclear
(different isotopic type) relaxation is, then, computed using
eqn (6), neglecting cross-relaxation. This means that, in this
approximation, each spin is relaxed by all the other spins, but
still evolves independently. The resulting decay is single-expo-
nential, and is characterised by the following longitudinal and
transverse relaxation times:

TRate
1;i �

Xðhom:Þ
jai

Rz;ij þ rz;ij
� �

þ
Xðhet:Þ
jai

Rz;ij

" #�1
(15)

TRate
2;i �

Xðhom:Þ
jai

Rþ;ij þ rþ;ij
� �

þ
Xðhet:Þ
jai

Rþ;ij

" #�1
; (16)

respectively. Here, the summations are over the homo- and
heteronuclear pairs, as indicated. For T2, this can produce good
results, because the transverse cross-relaxation between the
CnE spins is suppressed, as noted above. The situation is diff-
erent for T1, since all mutually homonuclear spins are assumed
to be chemically equivalent. Consequently, this method only
works for such NMR relaxation experiments where hard
inversion pulses over the entire CS range of the given isotope,
which flip all spins of the same isotopic type from thermal
equilibrium, are used. The traditional approach can complicate
the comparison between experimental and computational T1

results for the following reasons:
(1) The homonuclear contribution to eqn (15) is strictly

speaking only valid for a system of CE spins (such as water
protons), and cannot be easily justified using eqn (5) for a
general system including CnE spins. In reality, the time evolu-
tion between CnE spins is coupled by cross-relaxation and,
hence, deviates from the single-exponential decay.

(2) The network of nuclei coupled by cross-relaxation results
in polarisation transfer and spin diffusion across the entire
spin system, which can become important in large systems
and/or in the presence of spin-dense solvents, such as H2O. The
traditional approach cannot describe these phenomena.

(3) Even though the experimentally measured magnetisation
decay often is approximately single-exponential, due to the
presence of cross-relaxation, it does, in fact, arise from coupled
time evolution that inherently is not single-exponential. There-
fore, the parameter that is obtained from experiments using
(typically) a single-exponential fit to the decay, denoted as
TFit

1 is, in reality, influenced by cross-relaxation. Hence, the
parameters obtained from experimental data are results of
fitting, whereas those extracted from traditional MD–DD mod-
elling [eqn (15)] are inverses of self-relaxation rates. In general,
the two are not the same quantity, TRate

1 a TFit
1 .
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If the longitudinal cross-relaxation between the CnE spin
groups were negligibly small, e.g., due to very weak DD couplings,
the above issues (1–3) regarding T1 would also disappear, but this
is not in general the case. In the traditional MD–DD approach,
it is also fairly common to neglect intermolecular relaxation,
i.e., the terms where the spins i and j belong to different
molecules.

Instead of neglecting longitudinal cross-relaxation, in the
present work we compute all intra- and intermolecular auto-
and cross-relaxation rates from MD trajectories, and simulate
in full detail a physically motivated and computationally man-
ageable version of eqn (5). This is done by formally dividing
the spin system into groups of CE nuclei, with the details
elaborated below. Once cross-relaxation is included, no simple
analytical relationship between T1 and the relaxation rates
exists.

2.1.4 New MD–DD modelling. We now present a system of
differential equations that govern the time evolution of the
experimentally observable sum magnetisation of CE groups of
spins. In the present context, chemical equivalence implies
identical evolution under eqn (5). This establishes a close
connection with experiments by using as the dynamic
variable the quantity that can be experimentally manipulated
and measured.

Let us formally divide the spin system into groups of
chemically equivalent nuclei {I}, for which

Rz,ij � Rz,IJ, 8i A I and j A J

rz,ij � rz,IJ, 8i A I and jAJ.

We then define the sum magnetisation of all Sz,i(t) within I asX
i2I

Sz;iðtÞ ¼ NISz;i2I ðtÞ �Mz;I ðtÞ; (17)

where NI is the number of spins in group I, and the equality
follows from the requirement that all CE spins have identical
time evolution. Starting from eqn (5), a system of differential
equations can now be derived for each Mz,I(t):

d

dt
Mz;I ðtÞ ¼ � RCE

z;I þ RCnE
z;I

� �
DMz;I ðtÞ þNI

P
JaI

rz;IJDMz;JðtÞ
" #

:

(18)

The intermediate steps in the derivation are shown in the ESI.†
Here,

RCE
z,I = (NI � 1)(Rz,II + rz,II)

RCnE
z;I ¼

X
JaI

NJRz;IJ ;

and the summation in the latter formula is carried out over all
groups J other than I.

Eqn (18) generalises the traditional MD–DD approach. Each
term therein has a clear interpretation: RCE

z,I is the contribution
to the observable auto-relaxation rate of MI(t) from the DD
interactions (NI � 1 being their number) of a single nucleus
within the group I of CE nuclei, and is computed according to

eqn (9). RCnE
z,I is the contribution to the auto-relaxation rate from

the CnE nuclei of the other groups J a I in the spin assembly,
and is computed using eqn (6). The last term, which in the
traditional MD–DD approach is implicitly neglected, represents
the longitudinal cross-relaxation between the CnE groups,
computed according to eqn (7). For a system of just two CE
spins, there is only one group I, NI = 2, and eqn (8) would be
recovered. For two CnE nuclei, there are two groups I and J with
NI = 1 in both, which leads to eqn (4).

An exactly analogous derivation for the transverse magneti-
sation leads to

d

dt
Mz;þðtÞ ¼ � RCE

þ;I þ RCnE
þ;I

� �
DMz;I ðtÞ; (19)

where cross-relaxation between CnE groups is suppressed by
the secular approximation, and

RCE
+,I = (NI � 1)(R+,II + r+,II)

RCnE
þ;I ¼

X
JaI

NJRþ;IJ ;

are calculated using eqn (14) and (11), respectively.Eqn (18)
reduces to a differential equation for the single-exponential
decay of DMz,I(t), provided that one approximates that all
DMz,J(t) E DMz,I(t). In this case, the decay of DMz,I(t) is
described by the traditional MD–DD formulas (15) and (16).
This is only true if the spin groups I and J do indeed have very
similar time evolution and/or the cross-relaxation rz,IJ between
them is negligible. Later we show that the deviation between
the relaxation times predicted by the simulations using
eqn (18), and those using the traditional formulae, can be
significant. This situation prevails for spin groups that have
strong cross-relaxation to other CnE groups and do not evolve
identically. In the transverse case, due to the absence of cross-
relaxation between the CnE spins, the present and the tradi-
tional methods remain identical.

The system of eqn (18) can be cast into matrix form as

d

dt
MzðtÞ ¼ �RzDMzðtÞ ¼ �Rz MzðtÞ �Meq

z

� �
(20)

or, equivalently,

d

dt

Mz;1

..

.

Mz;K

2
66664

3
77775 ¼ �

RCE
z;1 þ RCnE

z;1 � � � N1rz;1K

..

. . .
. ..

.

NKrz;1K � � � RCE
z;K þ RCnE

z;K

2
66664

3
77775

DMz;1

..

.

DMz;K

2
66664

3
77775;

(21)

where K is the total number of spin groups and we denote rz,IJ =
rz,JI. The grouping procedure renders the array dimensions
associated with eqn (21) much smaller than when eqn (5) would
have been used directly, i.e., without grouping. This enables
fast simulations of large spin systems over long periods of time
on a standard laptop computer.

Eqn (21) is still inhomogenous and cannot be solved
directly. It can, however, be effectively homogenised by adding
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one extra dimension to the matrix equation:

d

dt
M 0

zðtÞ ¼ �R0zM 0
zðtÞ; (22)

where

d

dt

1

MzðtÞ

" #
¼ �

0 0

�RzM
eq
z Rz

" #
1

MzðtÞ

" #
: (23)

The prime stands for the homogenised versions of the original
matrix and vector. With a given initial condition, Mz(0), the
solution to the differential equation then reads

M 0
zðtÞ ¼ e�R

0
ztM 0

zð0Þ: (24)

Different initial states Mz(0) realise standard NMR relaxation
measurements for the longitudinal magnetisation, such as the
inversion recovery (IR) experiment. In that context, the present
framework allows modelling both hard and selective inversion
pulses.

Simulated direct time propagation of Mz(t) allows the mag-
netisation decay to be fitted, which corresponds to extracting
TFit

1 rather than TRate
1 . This establishes a more justified compar-

ison between experimental and computational results, as now
both parties are referring to the same quantity, and include
cross-relaxation effects in both cases. The present method
implied by eqn (18) also enables simulations of polarisation
transfer including spin diffusion. Furthermore, hyperpolarisa-
tion can be easily taken into account in the initial condition.

2.1.5 NOE and SPINOE enhancement. Let us then look at a
model that is used to interpret SPINOE experiments in a two-
spin system (spins i and j). As a result of cross relaxation-
mediated polarisation transfer from spin j, the extrema (maximum
or minimum) or steady-state of the magnetisation of spin i is

reached when
d

dt
Sz;iðtÞ ¼ 0. The NOE enhancement of spin i at

such a time, t0, is defined as

NOEi j t0ð Þ �
DSz;i t0ð Þ

Seq
z;i

; (25)

and, using eqn (4), we get

NOEi j t0ð Þ ¼ �
rz;ijDSz;j t0ð Þ

Rz;iS
eq
z;i

: (26)

There are two interesting cases of eqn (26) that can be analy-
tically studied:

(1) In the usual NOE context, the spin j is irradiated by an
external radio-frequency field that depletes its spin polarisa-
tion. Then, Sz,j(t) = 0 and DSz,j(t) = �Seq

z,j. In this situation, the
system reaches a steady state, where

NOEi j ¼
rz;ijS

eq
z;j

Rz;iS
eq
z;i

:

Using the high-temperature approximation for Seq
z and restricting

our attention to spin-1/2 nuclei, we get

NOEi j ¼
rz;ijgj
Rz;igi

� Zij :

Here, Zij is called the NOE enhancement factor of spin i coupled
to spin j, and gi is the gyromagnetic ratio of i. We see that a
strong cross-relaxation rate does not necessarily lead to a strong
NOE enhancement, because Zij can be suppressed by a high
self-relaxation rate of spin i. The sign of Zij depends on the

ratio
rz;ijgj
gi

.

The above expression holds for a two-spin system. To take
into account the presence of other spins that also contribute
to the relaxation of spin i, it is common to replace Rz,i by the
inverse of the experimentally obtained relaxation time T1,i,
which in the traditional computational MD–DD framework
corresponds to TRate

1,i :

Zij ¼
rz;ijgj
gi

TRate
1;i :

(2) The second interesting case is when spin j is hyper-
polarised and relaxes relatively slowly, such that, for t r t0, we
have Rz,jDSz,j(t) c rz,ijDSz,i(t), in eqn (5). We then obtain

DSz,j(t0) E DSz,j(0)e�Rz,jt0 = (e � 1)Seq
z,je
�Rz,j.

Here, e is the hyperpolarisation enhancement factor of spin j,
Sz,j(0) = eSeq

z,j. The SPINOE enhancement of spin i in the presence
of such a slowly relaxing, hp spin j is, therefore,

SPINOEi jðt0Þ ¼ Zijð1� eÞe�t0
�
TRate
1;j ; (27)

where we have again accounted for the presence of other spins
in the system, which contribute to the relaxation of spin j.
We will refer to these two-spin models that consider the
presence of other spins by adjusting the relaxation rates as
‘‘pseudo two-spin models’’.

Interpretation of Xe-proton SPINOE experiments has most
often used eqn (27) or formulas derived from it ref. 6, because
Xe relaxation is typically much slower than that of protons
by more than an order of magnitude (vide infra). However, this
neglects the effects of spin diffusion, which cannot be described
by a two-spin model, even when using the empirical replacement
for the relaxation rate. We will later in the paper compare
simulated proton SPINOE enhancements that include spin
diffusion with the results predicted by eqn (27).

2.2 Relaxation-rate constants

2.2.1 Molecular dynamics simulations. We now turn our
attention to computing the four relaxation-rate constants, Rz,IJ,
rz,IJ, R+,IJ and r+,IJ, between the different spin groups using MD
simulations. First, in order to compute the rates between each
spin, the spectral density functions JD

ij (o) are needed. If one
neglects dynamic frequency shifts, JD

ij (o) equals the one-sided
cosine transform87

JD
ij ðoÞ ¼ 2

ð1
0

GD
ij ðtÞ cosðotÞdt: (28)
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Here, GD
ij (t) is the time-correlation function (TCF) of the rank-2,

component 0 irreducible spherical tensor of the DD coupling
between spins i and j:

GD
ij (t) = hVD

ij (t)V
D
ij (t � t)i,

where

VD
ij ðtÞ � VD

20;ijðtÞ ¼
ffiffiffi
3

2

r
1

rij3ðtÞ
3 cos2 yijðtÞ � 1
� �

:

yij(t) is the angle between the vector connecting the two spins
and the external magnetic field direction (the z axis). Note that,
in the present work, the approximation rij

3(t) E rij
3 appropriate

to the rigid rotor model is not used. Instead, the dynamically
varying distance between the nuclei is taken into account. This
is particularly important for the non-covalently bound 129Xe
spin, which samples a range of distances to other spins.

In the present MD–DD framework we work with spin groups,
and the natural way to compute the relaxation rates is to take
the double average over each spin in the groups i A I and j A J,

such that Rz;IJ �
1

NINJ

P
i2I

P
j2J

Rz;ij ; and similarly for the other

rates. Due to the finite length and system size (number of
atoms) in a MD simulation, however, VD

ij (t) for a single nuclear
pair ij can be quite noisy. Consequently, their cosine trans-
forms, which would yield the spectral density functions and,
eventually, the resulting relaxation rates, are often rendered
unfeasible. Instead, the averaging can be carried out in the
‘‘grouped’’ basis, i.e.,

JD
IJðoÞ � 2

ð1
0

GD
IJðtÞ cosðotÞdt; (29)

where

GD
IJðtÞ �

1

NINJ

X
i2I

X
j2J

GD
ij ðtÞ: (30)

Performing the average at the level of the grouped TCFs is
computationally attractive as, with sufficient length of the MD
trajectory and number of unique spin pairs in the groups I and J,
the resulting TCFs GD

IJ(t) can have relatively little noise.
Exponentially decaying functions can be fitted to the numerical

TCFs, followed by the cosine transform performed analytically.
Here, we choose to use the commonly employed Lipari–Szabo
double-exponential model,91 which can describe a relatively
broad range of different motions. The model is a simple three-
parameter fit

GD
IJðtÞ

GD
IJð0Þ

� S2e�t=tg þ 1� S2
� �

e�t=te
h i

IJ
; (31)

where the notation [ ]IJ means that each pair IJ obtains its own
fitted parameters S2, tg and te. In the present context this is
primarily a convenient analytical form for the fitting function,
but we will later interpret the average global correlation time tg

between Xe and the cage protons as the rotational correlation
time of the cage. Using eqn (29), we then get

JD
IJðoÞ ¼ 2GD

IJð0Þ
S2tg

1þ o2tg2
þ

1� S2
� �

te
1þ o2te2


 �
IJ

:

The final thing we need is the GD
IJ(0) factor, which corre-

sponds to the mean-square amplitude of the DD coupling
between spins in groups I and J. For that one has to evaluate
the ensemble averages

GD
ij ð0Þ ¼ VD

ij ð0ÞVD
ij ð0Þ

D E
¼ 3

2

1

rij6
3 cos2 yij � 1
� �2� 


(32)

for all i A I and j A J. Taken that the internuclear distances are
uncorrelated with the angles, which is a reasonable assumption
for ordinary isotropic liquid-state systems, the angular part can
be integrated analytically to yield

GD
ij ð0Þ ¼

6

5

1

rij6

� 

:

In the above-mentioned rigid-rotor model one would approxi-

mate
1

rij6

� 

� 1

rij6
. However, this assumption needs not be

made, whenever detailed MD simulations are available. The
ensemble average is related to the radial distribution function
(RDF),92 gij(r), between the spins i and j:

1

rij6

� 

ðRÞ ¼ 1

V

ðR
0

gijðrÞ
1

r6
4pr2dr ¼ 4p

V

ðR
0

gijðrÞ
r4

dr; (33)

where V is the volume of the system. We then define

1

rIJ6

� 

ðRÞ � 1

NINJ

X
i2I

X
j2J

1

rij6

� 

ðRÞ;

1

rIJ6

� 

ðR!1Þ � 1

rIJ6

� 

:

(34)

Extracting the RDF from the MD trajectory is a routine task,
after which the integral in eqn (33) can be computed numeri-
cally. In practice, the asymptotic limit R -N of the integral is,
e.g., for the present XBS systems, reached at roughly R = 7 Å.
Hence, it can be important to be able to simulate a thick
enough layer of solvent around the studied molecule, especially
in cases where the solvent is expected to affect the relaxation
dynamics.

Combining all of the above, the final expression for the
spectral density functions JD

IJ(o), which is used to compute the
relaxation rate constants Rz,IJ, rz,IJ, R+,IJ, and r+,IJ in the present
work, is

JD
IJðoÞ ¼

12

5

1

rIJ6

� 

S2tg

1þ o2tg2
þ

1� S2
� �

te
1þ o2te2


 �
IJ

: (35)

2.3 Chemical exchange

2.3.1 Two-site exchange model. Computing the relaxation
rates in the different sites involved in mutual chemical exchange
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paves way for combining relaxation and exchange, in MD–DD
modelling. Let us denote by f the free Xe atoms in the water
solvent. The bound site b represents the Xe@Cage complexes.
From the point of view of Xe, we can describe this as a two-state
system with the rate equation

pf Ð
nþ

n�
pb; (36)

where the relative populations of the two sites are given by

pf ¼
½f �

½f � þ ½b� and pb ¼
½b�

½f � þ ½b�: (37)

Here, [n] denotes the concentration of the site n. At equilibrium,
the principle of detailed balance holds:

pfneq
+ = pbneq

� . (38)

The chemical equilibrium state is, according to eqn (38),
described by the stationary point of the differential equation
for the vector P(t) = [pf(t), pb(t)]T of the relative populations
(concentrations):

d

dt
PðtÞ ¼ meqPðtÞ ¼ 0

, d

dt

pf ðtÞ

pbðtÞ

" #
¼
�neqþ neq�

neqþ �neq�

" #
pf ðtÞ

pbðtÞ

" #
¼

0

0

" #
:

(39)

From the point of view of populations ‘‘nothing happens’’ in
the chemical equilibrium. However, each exchanging site n is
associated with a macroscopic nuclear spin state described by
the magnetisation vector M(n)(t), which in NMR experiments is
deliberately deviated from the equilibrium. To describe the
combined evolution of both the populations and nuclear
magnetisation, we assume that chemical processes are indepen-
dent of the nuclear spin states, which is practically always true.

We then define the population-weighted magnetisation
vector as

O(t) = P(t)}M(t).

where } is the Hadamard (elementwise, Oe = PeMe) product
and M(t) = [M(f)(t), M(b)(t)]T. The equation of motion for the
longitudinal magnetisation dynamics, including chemical
exchange in the two-site system, eqn (36), can then be obtained
using the product rule of differentiation (details in the ESI†):

d

dt
OzðtÞ ¼ �Rz þ meq

� �
OzðtÞ

, d

dt

Oðf Þz ðtÞ

OðbÞz ðtÞ

2
4

3
5 ¼ �Rðf Þz � n

eq
þ 1 neq� 1

neqþ 1 �RðbÞz � neq� 1

2
4

3
5

	
Oðf Þz ðtÞ

OðbÞz ðtÞ

2
4

3
5:

(40)

Here, 1 is a unit matrix of the same dimension as R(n)
z . It is seen

that chemical exchange intermixes the longitudinal relaxation
dynamics of the free and bound Xe sites. Magnetisation

transfer between nuclei via cross-relaxation is therefore also
affected by the exchange.

Longitudinal magnetisation does not evolve under the
coherent interactions, but in the transverse case we need to
account for the coherent time evolution of Xe caused by the
nuclear shielding interaction:

d

dt
OþðtÞ ¼ ix� Rþ þ meq

� �
OþðtÞ

d

dt

O
ðf Þ
þ ðtÞ

O
ðbÞ
þ ðtÞ

2
4

3
5 ¼ iof � R

ðf Þ
þ � neqþ neq�

neqþ iob � R
ðbÞ
þ � neq�

2
4

3
5 O

ðf Þ
þ ðtÞ

O
ðbÞ
þ ðtÞ

2
4

3
5:

(41)

The resonance frequencies o correspond to the Xe CS in the
two different environments. The resulting trajectory of O(f)

+ (t) +
O(b)

+ (t) corresponding to the NMR signal can be Fourier-
transformed to obtain the 129Xe NMR spectrum.

2.3.2 Multiscale modelling. As a final methodological note,
eqn (40) and (41) realise a multiscale modelling paradigm for
nuclear spin magnetisation affected by both relaxation and
chemical exchange:

(1) The motionally averaged chemical shifts in x are obtained
by combining MD simulations and quantum-chemical electronic-
structure calculations (see Computational details).

(2) The MD simulations allow detailed computation of the
(DD) relaxation-rate constants in R, as well as (in some cases)
reaction rates in n.

(3) Magnetisation dynamics simulations combine the pre-
vious parameters into the time propagation of the appropriate
observables, allowing computational spectroscopy.

3 Computational details
3.1.1 MD simulations and chemical shift calculations

Molecular dynamics simulations were performed on the xTB
programme.93 The three different systems, Xe(aq), Xe@3AC(aq)
and Xe@6AC(aq), were simulated at the partially polarisable
GFN-FF94 force-field level of theory because of its good perfor-
mance in earlier work.47,95,96 The simulations were performed
at constant temperature of 293.15 K, using the Berendsen
thermostat,97 a time step Dt = 1.0 fs and a finite droplet model
with 1000 or 500 solvent H2O molecules for the Xe(aq) or
Xe@3AC/6AC(aq) systems, respectively. A weak confinement
potential was used to keep the volume of the droplet approxi-
mately constant. For the Xe(aq) system a single production
period of 1.8 ns was simulated, whereas for the Xe@3AC/
6AC(aq) systems three independent simulations, each of 8. . .9
ns production period, were carried out. Snapshots were
recorded every 0.1 ps.

In our previous work,95 using similarly obtained MD trajec-
tories, the dynamically averaged NMR chemical shifts of
129Xe(aq) and 129Xe@6AC(aq) were computed on the Turbomole
programme98,99 at the X2C100,101 scalar-relativistic density-
functional theory level using the BHandHLYP102–104
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exchange–correlation functional. Extensive details of the CS
calculations are described in ref. 95.

3.1.2 MD trajectory analysis and DD time-correlation
functions

The MD trajectory analysis, including the RDF and TCF compu-
tations, were performed using in-house written Python pro-
grammes that build upon the NumPy,105 SciPy106 and Numba107

Python libraries. Starting from the MD trajectories, computing the
full set of RDFs using a single AMD Ryzen 7 PRO processor on a
standard laptop computer took roughly half an hour for each
presently modelled system, and 2–3 hours for the TCFs. After the
TCFs were obtained, they were fitted to the functional form of
eqn (31). The computed TCFs and the fits are shown in the ESI†
(Fig. S1–S3). The obtained parameters and the RDFs were used to
compute the spectral density functions using eqn (35). The auto-
and cross-relaxation rates between each group were then obtained
according to eqn (6), (7), (9), (11), (12) and (14). Standard magnetic
field of B0 = 9.4 T was used.

The resulting longitudinal relaxation matrices, �Rz, for the
Xe@Cr(aq) systems, with and without the intermolecular con-
tributions from the solvent H2O molecules, are shown in Fig. 2.

3.1.3 Spin groups and magnetisation dynamics

The presently used division of the Cr cage protons into CE
groups is shown in Fig. 3. Due to computational limitations
(MD trajectory length), all protons of the CH2 COOH arms were
grouped together although they are not exactly equivalent. This
rendered the number of spins in each group large enough for
gaining sufficient statistics for GD

IJ(t). Protons in the solvent
water pool were taken as one spin group in each case.

Time propagation of eqn (24) and the analysis of the results
were carried out on in-house written programmes using the
Python and Jupyter Notebook90 environments. To extract
TFit

1 from the simulated magnetisation decay we used the
following single-parameter fit

MFitðtÞ ¼Meq þ Mð0Þ �Meq

� �
e�t=T

Fit
1 ; (42)

Fig. 2 Longitudinal relaxation matrices, �Rz, for the Xe@Cr(aq) systems (in s�1). Intra- and intermolecular (the water solvent) contributions are
compared. The values ‘‘0.00’’ correspond to matrix elements with magnitude less than 0.005. The used spin grouping is defined in Fig. 3.
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which corresponds to how T1 is extracted in experiments. The
magnitude of the NOE/SPINOE polarisation transfer was in
eqn (25) and (27) defined as the maximum of Sz(t), which
occurs when t = t0. Hence, the simulated maximum polarisation
transfer for each group I was also extracted as

NOE=SPINOEI ðt0Þ ¼ max
Mz;I ðtÞ
Meq

z;I

" #
: (43)

3.1.4 Chemical exchange

The equilibrium exchange-rate constants neq
� are presently the

only parameters that had to be obtained using experimental
data. Their computation is very difficult because the Xe
exchange events are extremely rare in the MD simulation time
scale. Hence, gaining statistically trustworthy computational
values for neq

� was considered to lie outside the scope of
the current computational methodology. The actual parameter
that was taken from experiments is Ka = 6800 M�1 for Xe@6AC
in D2O, as reported in ref. 48. The input parameters for the
simulations are the initial concentrations [Xe]init and [Cage]init,
which were here chosen to be equal to obtain comparable peak
intensities in the 129Xe NMR spectrum. We then solve for
[Xe@Cage]eq using eqn (3) with

[Xe]eq = [Xe]init � [Xe@Cage]eq

[Cage]eq = [Cage]init � [Xe@Cage]eq,

as detailed in the ESI.† In the language of the two-site model,
the concentrations of the free site f and the bound site b are

[f] = [Xe]eq and [b] = [Xe@Cage]eq.

Using eqn (37), this leads to pf = 0.32 and pb = 0.68. With nex,
which is taken to be the central control variable in the present

series of simulations, using eqn (38) one can then solve for the
equilibrium exchange rates as

nþ ¼
nex

1þ pf

pb

and n� ¼ nex � nþ:

4 Results and discussion
4.1 Relaxation times of the free and bound sites

First we survey the results obtained in the absence of chemical
exchange. Table 1 shows the longitudinal relaxation times and
the NOE/SPINOE enhancements of each spin resulting from
different initial states Mz(0), which correspond to different inver-
sion recovery experiments. The traditional MD–DD approach
(TRate

1 ), the presently introduced method (TFit
1 ), as well as the

simulated SPINOE enhancement and the enhancement predicted
by the pseudo two-spin model of eqn (27), are compared. The
transverse relaxation times TRate

2 are also shown.
4.1.1 Relaxation of 129Xe. Let us first look at the relaxation

of 129Xe in the free and host-bound environments. The simu-
lated longitudinal magnetisation decay starting from a hyper-
polarised initial state with eXe = 1000, is plotted in Fig. 4
[relaxation of Xe was found practically independent of the
initial polarisation, so we use the same eXe = 1000 simulation
to discuss both Xe relaxation and the polarisation transfer to
the surrounding protons (vide infra)]. We see that T1 is of the
order of 101. . .102 s in all the presently considered environ-
ments, i.e., relaxation is relatively slow as compared to, e.g.,
typical proton relaxation, with T1 of the order of 10�1. . .100 s.
This is because no other atoms are covalently bound to the
noble gas atom, which renders the average internuclear Xe-
proton distances relatively high and, hence, weakens the DD
relaxation. The rapid rotational tumbling of H2O molecules
around the free Xe in solution is less effective in causing
relaxation as compared to the slower tumbling of the Cr cages
(see below), and this is reflected in the decay profiles.

Relaxation of Xe in each environment is characterised by the
relaxation times shown in Table 1. The computed free-Xe T1 is
138.53 s, whereas for Xe@3AC and Xe@6AC, it is much shorter,
16.89 and 17.08 s, respectively. Notably, the relaxation of Xe in
water is very slow with a T1 of more than two minutes. The
difference between the T1 values of the two kinds of bound sites
is very small, roughly 0.2 s. For both of them, a substantial
contribution, roughly 20%, of the encapsulated Xe relaxation-
rate values comes from the intermolecular relaxation caused by
the water solvent (see the longitudinal relaxation matrices in
Fig. 2). In all cases the traditional (TRate

1 ) and the presently used
method (TFit

1 ) produce identical results for 129Xe. This is because
of the relatively weak cross-relaxation between Xe and the
surrounding protons, resulting from the weak Xe-proton DD
couplings.

Transverse relaxation times TRate
2 of 138.63, 12.86 and 12.24 s

were obtained for the free, Xe@3AC and Xe@6AC sites, respec-
tively. T1 and T2 are nearly equivalent for the free site. This is a

Fig. 3 Division of the Cr cage protons into spin groups. The number of
spins in each group is shown. Note that the 3AC cage is divided into five
groups, and the 6AC cage into four.
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feature of a slow relaxation caused by rapid rotational tumbling,
which is precisely the situation due to the water molecules around
the free xenon. The difference between T1 and T2 becomes more

pronounced for the bound Xe sites, where the computed T2 values
are smaller than T1 by roughly 4. . . 5 s. The average tg values [see
eqn (31)] obtained from the DD-TCF fits between Xe and the cage
protons are 1.38 and 1.48 ns for the Xe@3AC and Xe@6AC
systems, respectively. These values can be interpreted as due to
the relatively slow rotation of the Cr cages. This, in turn, renders
the relative contribution of the zero-frequency spectral density
function J(0) in the expression for the transverse relaxation rate
[eqn (11)] much larger than in the case of the rapidly tumbling
H2O molecules, which rationalises the difference from Xe(aq).
For comparison, a much faster rotational correlation time of
0.6 ns was experimentally found for a prototypic (0AC) crypto-
phane-A cage dissolved in deuterated tetrachloroethane (C2D2Cl4).80

The water-soluble 3AC and 6AC cages carry the CH2COOH acetic
acid groups [see Fig. 1], which are longer than the six methoxy
(CH3) groups of the 0AC cage, extend further into the bulk solvent,
and hydrogen-bond with the water molecules. Hence, the
CH2COOH groups can be expected to slow down the rotation
of the 3AC and 6AC cages, as seen in the MD simulations.

Table 1 Simulated longitudinal (T1) and transverse (T2) relaxation times and NOE/SPINOE enhancements for the free Xe(aq), Xe@3AC(aq) and
Xe@6AC(aq) systems. Results starting from different initial states Mz(0) are shown. In the case of longitudinal relaxation, the traditional approach
(TRate

1 ) is compared with the presently introduced method (TFit
1 ). The simulated SPINOE enhancement is compared with prediction of the pseudo two-spin

model of eqn (27). The time t0 is when the SPINOE maximum is reached. Chemical exchange effects are not yet included in these data

System Mz(0)a Property 129Xe 1H linker 1H aromatic 1H axial 1H acid 1H methoxy 1H water

Xe(aq) TRate
1 (s) 138.53 – – – – – 6.53

TRate
2 (s) 138.63 – – – – – 6.53

eXe = 1000 TFit
1 (s) 138.53 – – – – – 6.53

t0 (s) – – – – – – 20.93
SPINOE(t0) [%] – – – – – – 0.28
SPINOE(t0), eqn (27) [%] – – – – – – 0.28

eH = �1 TFit
1 (s) – – – – – – 6.53

t0 (s) 20.93 – – – – – –
NOE(t0) [%] �14.59 – – – – – –

Xe@3AC(aq) TRate
1 (s) 16.89 0.52 1.14 0.61 0.85 1.24 6.3

TRate
2 (s) 12.86 0.09 0.26 0.04 0.51 0.52 6.3

eXe = 1000 TFit
1 (s) 16.89 – – – – – –

t0 (s) – 2.22 3.15 3.34 2.99 4.13 8.96
SPINOE(t0) [%] – 7.62 12.76 4.75 5.84 5.79 0.22
SPINOE(t0), eqn (27) [%] – 6.91 13.12 2.24 4.96 4.04 0.38

eH(3AC) = �1 TFit
1 (s) – 0.59 1.28 0.85 0.98 1.51 –

t0 (s) 3.14 – – – – – 2.3
NOE(t0) [%] �10.39 – – – – – 0.61

eH = �1 TFit
1 (s) – 0.52 1.03 0.74 0.8 1.21 6.29

t0 (s) 4.51 – – – – – –
NOE(t0) [%] �14.96 – – – – – –

Xe@6AC(aq) TRate
1 (s) 17.08 0.47 1.16 0.68 0.78 – 6.07

TRate
2 (s) 12.24 0.09 0.22 0.04 0.3 – 6.07

eXe = 1000 TFit
1 (s) 17.08 – – – – – –

t0 (s) – 2.27 3.15 3.62 3.12 – 8.97
SPINOE(t0) [%] – 5.85 12.06 5.48 4.55 – 0.24
SPINOE(t0), eqn (27) [%] – 5.03 13.16 2.16 3.31 – 0.38

eH(6AC) = �1 TFit
1 (s) – 0.55 1.32 1.06 0.95 – –

t0 (s) 3.12 – – – – – 2.18
NOE(t0) [%] �9.31 – – – – – 0.63

eH = � 1 TFit
1 (s) – 0.48 1.06 0.89 0.78 – 6.06

t0 (s) 4.83 – – – – – –
NOE(t0) [%] �14.32 – – – – – –

a Specifies the inverted (e = �1) or hyperpolarised (by a factor of 1000, e = 1000) nuclei. eH denotes an initial nonequilibrium state for all protons,
whereas eH(xAC) means that only the cage protons were in a nonequilibrium initial state.

Fig. 4 Longitudinal magnetisation decay of the free and host-bound
129Xe sites starting from a state with eXe = 1000.
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The presently computed longitudinal relaxation time for
Xe(aq), T1 = 138.53 s, is in an excellent agreement with the
previous experimental result of 137 � 4 s at 293 K,17 albeit in
that work also other relaxation mechanisms were reported to
affect the experimental value. For the Xe@3AC and Xe@6AC
systems, no directly comparable experimental data are avail-
able, but the T1 values of 16 s for Xe@0AC in C2D2Cl4 at 295 K80

and 12 s for Xe@6AC in D2O at 293 K, at a magnetic field of B0 =
11.7 T,48 have been reported. The present simulations predict
somewhat slower relaxation of Xe than in these experiments.
We suspect that the confinement potential used in the present
droplet-model GFN-FF MD simulations might restrict the rota-
tional motion of the Cr cages, leading to longer rotational
correlation times and, in fact, slower Xe relaxation (see Fig. S4
and discussion in the ESI†). This issue is not present in the
Xe(aq) MD simulations, however. More reliable MD trajectories
could be obtained by using a larger droplet model with a
thicker layer of solvent around the Xe@3AC and Xe@6AC
systems, or, preferably, periodic boundary conditions. Longer
MD trajectories would also be desirable for gaining improved
DD TCF statistics at large values of the time offset t.

4.1.2 Relaxation of 1H. We then turn to the relaxation of
the Cr protons. Fig. 5 illustrates the simulated Mz,I(t) for the
different proton groups and the exponential fits thereto, carried
out using eqn (42). Two different inversion-recovery experi-
ments were simulated, one with just the cage protons being

initially inverted [eH(xAC) = �1] and the other with all, both cage
and water protons inverted (eH = �1). The T1 values obtained by
the traditional MD–DD method (here including both intra- and
intermolecular contributions), are compared with the values
extracted from the exponential fits, in Fig. 6.

All three methods predict that the 3AC and 6AC protons
have a T1 around 1 s, which is roughly an order of magnitude
smaller than what was found the encapsulated 129Xe. This is
because the hydrogen atoms in the Cr cages have other hydro-
gens (both in the cage and the H2O solvent) relatively near,
which renders the average DD couplings stronger than in the
Xe-proton case. In addition, the gyromagnetic ratio of 1H is
about a factor of four times larger than that of 129Xe. This
increases the proton relaxation rates and, hence, decreases T1.
The intermolecular relaxation of the cage protons caused by the
water solvent amounts to roughly 20. . . 30% of the total long-
itudinal relaxation rate values, as shown in Fig. 2.

In the first simulated experiment in which only the cage
protons are inverted, eH(3AC) = �1 shown in panels (a) and (b) of
Fig. 5, the intramolecular relaxation of the Cr protons dominates
because the water group remains close to thermal equilibrium.
Apart from contributing to the self-relaxation rates, the water
protons in this experiment only have a minor impact on the time
evolution of the cage protons. We see that the simulated decay
curves are roughly single-exponential, albeit some deviation is
caused by cross-relaxation between the CnE groups.

Fig. 5 Results after the inversion of the cage protons for (a) 3AC and (b) 6AC cages. Results after the inversion of all protons in the system for (c) 3AC and
(d) 6AC cages.
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In the second, eH = �1 experiment [Fig. 5(c) and (d)], also the
intermolecular cross-relaxation with the water solvent becomes
important. The H2O group relaxes relatively slowly as compared
to the Cr protons. All presently computed cross-relaxation rates
between the cage and the water protons are negative (see Fig. 2).
Consequently, after inversion, the negative total magnetisation
of the water group drives, in its part, the Cr groups towards the
positive equilibrium magnetisation. Hence, cross-relaxation
manifests itself in the effectively faster decay towards the
equilibrium and leads to a smaller value of TFit

1 , as compared
to the eH(xAC) = �1 simulation without water group inversion
[see Table 1]. For t 4 3. . .4 s, the inverted magnetisation of
water acts as an additional source of polarisation that results in
a long, positive ‘‘NOE magnetisation tail’’ of the cage protons.

In Fig. 6(a) and (b), we see that the TRate
1 values are on

average closer to TFit
1 obtained from the eH = �1 simulations

than to those obtained from the eH(xAC) = �1 simulations. This
is because TRate

1 is calculated by summing up the contributions
from all homonuclear spins [eqn (15)], which effectively
assumes that all protons are inverted in the NMR experiment
(vide supra), corresponding exactly to the eH = �1 situation. The
eH(3AC) = �1 simulations, where the water protons are not
inverted, lead to TFit

1 values that are systematically larger than
TRate

1 . This results from the near-absence of cross-relaxation
between the cage and water protons, which would drive the
cage protons towards thermal equilibrium, as discussed above.

For the linker, acid and methoxy proton groups, which have
no other nearby CnE spins [Fig. 3], the TRate

1 values are very
close to TFit

1 obtained from the eH = �1 simulations. The
situation is, however, very different for the aromatic and axial
protons that belong to the CTB bowls of the Cr cages. In these
cases, the differing self-relaxation rates and the presence of

strong mutual cross-relaxation (see Fig. 2) render the difference
between the TRate

1 and TFit
1 approaches to amount to roughly

15. . .30%, depending on which of the two cages and which
proton group is investigated. This reflects the fact that approxi-
mating DMz,J(t) E DMz,I(t) in eqn (18), which leads to the
traditional MD–DD approach, is not necessarily justified
between such CnE spin groups that do not have nearly identical
self-relaxation rates, and which are connected by strong cross-
relaxation. Magnetisation transfer between the aromatic and
axial protons is seen to effectively intermix their observable
relaxation times, which tend to, in the TFit

1 simulations, con-
verge towards an average of the two distinct TRate

1 values of these
spin groups.

The simulated T2 values, roughly 0.05. . .0.5 s in Fig. 6(c) and
(d), are smaller than T1 by a factor of 2. . .15, depending on the
proton group. Similarly as in the case of 129Xe, the J(0) term in
the proton T2 [eqn (11) and (14)], which does not appear in the
corresponding T1 expressions [eqn (6) and (9)], increases in
importance due to the slow rotational tumbling of the Cr cage.
The relative differences between the core and arm protons
[see Fig. 3], particularly in the 3AC cage, becomes visible. This
is because of their different dynamics; the slow rotation of the
cage leads to a smaller value of T2 for the core protons than for
the arm protons, which undergo less restricted, more dynamic
motion. In the 6AC cage, the CH2COOH groups block each
other sterically, which somewhat hinders their overall motions.
This is different from the situation in the 3AC cage, where the
acid protons are less restricted: the smaller methoxy groups on
the opposite CTB bowl do not similarly block the mobility of
the CH2COOH arms.96 Hence, the acid protons in 6AC are more
dynamically similar to the core protons than in the 3AC cage,
which leads to the predicted differences in T2.

Fig. 6 Relaxation rates of 1H in the Xe@3AC and Xe@6AC systems. (a) and (b) T1 obtained by different methods. (c) and (d) TRate
2 . The core (left) and arm

(right) protons are divided by the dashed black line.
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Experimental relaxation times of the Cr protons are only avail-
able for the longitudinal magnetisation in the Xe@0AC(C2D2Cl4)
system, at 295 K.80 Therein, T1 values of 0.39, 0.80, 0.31 and 0.83 s
were measured for the linker, aromatic, axial and methoxy pro-
tons, respectively. The corresponding, presently simulated values
of 0.59/0.55, 1.28/1.32, 0.85/1.06 and 1.51 s for the 3AC/6AC cages,
are in an order-of-magnitude agreement with these experimental
data. As discussed above, we believe that the quality of the MD
simulations may contribute to this discrepancy. In addition, the
different cage structures and solvents can induce significant
differences in the proton relaxation dynamics. In our simulations,
the rotational correlation times of the 3AC/6AC cages in H2O (1.38
and 1.48 ns) are much larger than that measured for the 0AC cage
in C2D2Cl4 (0.60 ns). According to Fig. S4 (ESI†), in this correlation-
time regime, the presently simulated, slower rotational dynamics
corresponds to a longer T1—precisely as we see from the simula-
tions results for the latter quantity.

4.2 Polarisation transfer

4.2.1 SPINOE of 1H. We turn our attention to the SPINOE
polarisation transfer from the hp Xe to the surrounding pro-
tons. The time evolution of each proton group, starting from an
initial state characterised by eXe = 1000 [same simulation as in
Fig. 4], is shown Fig. 7(a) and (b). The time t0 when the SPINOE

maximum is reached, and the corresponding SPINOE value at
that time, are reported in Table 1. The ensemble average

1

rIJ6

� 

RXe�Hð Þ, as in eqn (33) and (34), between Xe and each

proton group, is shown in panels (c) and (d) of the Figure.
Fig. 7(a) and (b) show the typical shape of a transient NOE

peak, now resulting from the presence of hp Xe with eXe = 1000.
The maximum SPINOE enhancement of the protons is in
the range of 4. . .13%. The maxima are reached at roughly
t0 = 2. . .4 s, after which the protons decay following the
relaxation of 129Xe, as is seen by comparing with Fig. 4. Inside
the Cr cages, the hp Xe acts as a source of polarisation for the
surrounding protons, prolonging their relaxation times as
compared to the situation without Xe hyperpolarisation.

Because the Xe-proton DD couplings and the resulting cross-
relaxation rates depend on the interatomic distances as 1/r6,
the distance distribution of the protons around the encapsu-
lated Xe is an important factor in the SPINOE transfer. Fig. 7(c)
and (d) show that the values of the ensemble average

1

rIJ6

� 

RXe�Hð Þ (at the asymptotic limit, RXe–H 4 7 Å) for the

different proton groups are reflected in the SPINOE enhance-
ments [panels (ab)], but do not alone determine the relative size
of the latter. SPINOE is also affected by the self-relaxation rates

Fig. 7 (a) and (b) Transient SPINOE curves of the proton groups resulting from the presence of hyperpolarised Xe with eXe = 1000. (c) and (d)
1

rIJ6

� 

RXe�Hð Þ [in units of Å�6] as in eqn (33) and (34). All water molecules of the simulation droplet were included in the water proton group.
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of the protons, as was discussed in connection with eqn (27).
For both Xe@3AC and Xe@6AC, the linker and aromatic
protons reside on average in close proximity to the encapsu-
lated Xe (see Fig. 1 and 3). This renders the DD couplings of the
Xe-linker and Xe-aromatic pairs strong, as implied by the

1

rIJ6

� 

values. The fact that the linker protons relax much

faster as compared to the aromatic protons (Fig. 6), is clearly
reflected in the SPINOE peaks. Polarisation transfer to the
aromatic protons is the strongest among all the proton groups,
whereas that to the linker protons is clearly weaker. According

to the
1

rIJ6

� 

values, in the Xe@3AC system the linker protons

have on average a slightly larger DD coupling to Xe than in the
Xe@6AC case. This leads to a higher SPINOE enhancement in
the 3AC cage. In both systems, protons in the axial group reside
far away from the xenon atom, which weakens their DD
couplings and SPINOE transfer. As was discussed earlier, the
acid groups of the 6AC cage extend further out into the solvent
and block each other from getting close to Xe. In contrast, in
the 3AC cage, the methoxy and acid protons are able to reach
positions in close vicinity of xenon. These features are reflected

in the
1

rIJ6

� 

and SPINOE values.

However, even considering both the average Xe-proton DD
couplings and the self-relaxation rates of the proton spins, is
not sufficient to understand the relative order of the individual
simulated SPINOE enhancements. Yet another important
mechanism, which affects the efficiency of the SPINOE transfer,
is provided by the proton–proton cross-relaxation, i.e., spin
diffusion. In Fig. 8, the simulated results are compared with

those predicted by the pseudo two-spin model of eqn (27),
where the latter neglects the proton–proton cross-relaxation.
We see that for the aromatic protons, the two-spin model
predicts results that are slightly higher than, but still in good
agreement with the full simulations. This is because these
protons on average reside relatively close to the Xe guest, such
that most of their SPINOE enhancement is a result of direct DD
coupling to the xenon nucleus [Fig. 7(c) and (d)]. In contrast,
the linker, axial, methoxy and acid protons receive a higher
SPINOE enhancement in the simulations than what eqn (27)
predicts. Due to the proton–proton cross-relaxation network in
the systems (see the off-diagonal elements in Fig. 2), polarisa-
tion transfer from the hp Xe is mediated by the aromatic
protons, which are in strong contact with Xe and relax relatively
slowly, to the faster-relaxing linker and axial protons. Then, the
proton–proton cross-relaxation network conveys the polarisa-
tion to the methoxy and acid protons, as well. This is reflected
in the higher SPINOE maxima predicted for these spin groups
by the full simulations, which include spin diffusion effects.
It can be concluded that the SPINOE polarisation transfer in the
Xe@cryptophane systems is a fairly complicated process influ-
enced by three effects: direct Xe-proton cross-relaxation, proton
self-relaxation and proton–proton cross-relaxation.

The present simulations were performed at B0 = 9.4 T. We
note that, at lower magnetic fields, the proton SPINOE
enhancement relative to the thermal polarisation would be
much greater in magnitude. Xe hyperpolarisation factors eXe

exceeding the value of 1000 used in this paper can nowadays be
obtained with modern SEOP setups.

4.2.2 NOE of 129Xe. In Table 1, results for the NOE polar-
isation transfer to thermally polarised Xe are shown after
inversion of either all or only the cage protons. The sign of the
NOE transfer is always negative, which is due to the negative
gyromagnetic ratio of the 129Xe nucleus. In each system, the
inversion of all protons depletes the initial Xe magnetisation by
up to 15%, whereas the inversion of merely the cage protons
leads to a roughly 10% depletion. Based on these results, 129Xe
NMR signal enhancement of up to 15% could be obtained in
experiments of similar systems by first inverting the Xe pool
followed by a proton inversion, and then waiting for t0 =
3. . .21 s for the Xe polarisation to build up, before performing
the actual measurement.

4.3 Effect of chemical exchange

Xenon exchange between the solution and cryptophane cage
confinement is treated using the two-site model described
above, in the Section Theoretical Background. The longitudinal
relaxation times of 129Xe and the SPINOE transfer to the Cr
protons are studied as a function of nex ranging from the
situation of no exchange (nex = 0) to a rapid exchange with nex

= 103 s�1, corresponding to a typical Xe exchange rate in
Xe@Cage(aq) systems. We also simulate the 129Xe NMR spec-
trum as obtained by the present multiscale modelling para-
digm (see theoretical background), with the equilibrium
constant Ka = 6800 M�1 [experimental result for Xe@6AC(aq)48]
constituting the only empirical input. The presently computed

Fig. 8 Maximum SPINOE transfer to the 3AC and 6AC cage protons from
hyperpolarised Xe with enhancement factor eXe = 1000. Simulations that
account for proton–proton cross-relaxation are compared to the pseudo
two-spin model of eqn (27).
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transverse relaxation times TRate
2 are used, and the CS values of

the free and host-bound Xe are adopted from our earlier
work.95 We restrict ourselves to the Xe@6AC system, since both
the experimental Ka value and the earlier CS calculations
involved the 6AC cage. As such, the present methodology can
be readily applied for the Xe@3AC, or any other Xe@host
system.

4.3.1 Longitudinal 129Xe relaxation. Fig. 9 shows TFit
1 of

129Xe as a function of nex for the free (f) and host-bound (b)
sites. At nex = 0, there is no chemical exchange and the values
correspond to those in Table 1. When nex increases, we see that
the T1 value for the bound site increases slowly, whereas there
is a rapid decrease for the free site. Because of the overall faster
relaxation of the bound site, T1 of the free site diminishes due
to Xe exchange. As nex increases towards 1000 s�1, the two T1

values converge to a common, population-weighted average
value. The final simulation result, T1(nex = 1000 s�1) = 23.3 s,
is in perfect agreement with the prediction based on the

analytical formula
1

T1
¼ pf

T
ðf Þ
1

þ pb

T
ðbÞ
1

; which is appropriate for

exchange that is fast with respect to the relaxation times of the
individual exchanging sites. Due to the relatively slow relaxa-
tion of 129Xe, the above formula continues, in fact, to be
applicable down to nex E 1 s�1, as can be seen from Fig. 9.
Note that this situation does not yet, however, correspond to
fast exchange in the sense of the difference in the resonance
frequencies of the two sites. We will return to this issue below,
in the discussion of the 129Xe NMR spectrum.

4.3.2 1H SPINOE. The maximum SPINOE enhancement of
the 6AC cage protons is shown in Fig. 10 as a function of nex.
Panel (a) compares the free and bound sites. The situation
resembles that in Fig. 9: at nex = 0, the SPINOE transfer only
takes place within the bound site, because there is no cross-
relaxation between Xe and the cage protons in the free site. As
nex increases, the SPINOE enhancement of the bound-site
protons decreases and that of the free-site protons increases.
A converged plateau is, again, reached at nex = 100 s�1.

Fig. 10(b) shows the total SPINOE transfer, equalling the
sum of the free and bound sites. The total SPINOE increases
with the Xe exchange rate, until the plateau at nex = 100 s�1 is
reached. This can be understood based on the very slow

relaxation of 129Xe in the free site (T1 = 138.53 s, see Table 1).
In water solution, the hp 129Xe retains its high magnetisation
level for a long time. Through the chemical exchange, the pool
of host-bound Xe spins is replenished from the free Xe pool,
which, during the timescale of the SPINOE transfer (2. . .5 s, see
t0 values in Table 1), has not had time to relax by a substantial
amount. Thus, the free site in this case acts as a long-lived
‘‘storage’’ of hyperpolarisation, which eventually is conveyed to
the cage protons via chemical exchange. The resulting overall
increase in the SPINOE transfer with nex = 100 s�1 amounts up
to 40%, as compared to the situation with no exchange.

4.3.3 129Xe NMR spectrum. As a final demonstration of the
present multiscale simulations, Fig. 11 shows the computa-
tional 129Xe NMR spectra for different values of nex. Starting
from the top, two clearly distinguishable peaks are seen when
the exchange rate is small as compared to the difference in

resonance frequencies of the free and bound sites,
nex
jDoj � 1. In

this case the system is in the slow-exchange regime. The peak
on the left with CS of 182 ppm corresponds to Xe(aq), and the
one on the right to Xe@6AC(aq) at 67 ppm. These are the first-
principles calculated shift values from ref. 95. The intensities of
the peaks are proportional to the populations pf = 0.32 and pb =
0.68. When the exchange rate increases towards the bottom of
the figure, a characteristic, asymmetric exchange broadening of
the peaks takes place and a crossover occurs at nex E |Do|.
At this point, the exchange broadening affects the spectrum
the most and the combined peak is barely visible. When
nex increases further, towards the fast-exchange regime
nex
jDoj 
 1

� �
; a single peak at the population-weighted average

CS, d = pfdf + pbdb E 104 ppm, is seen.

Fig. 9 TFit
1 of 129Xe as a function of the exchange rate nex (s�1) for the free

(f) Xe(aq) and host-bound (b) Xe@6AC(aq) sites. The relative populations
are pf = 0.32 and pb = 0.68.

Fig. 10 (a) SPINOE transfer from hp 129Xe to the 6AC protons as a
function of nex for the free and host-bound sites. (b) Total SPINOE transfer.
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5 Conclusions

Dynamic modelling of large, conformationally flexible mole-
cules and their magnetisation dynamics remains a challenge
in computational NMR. On the one hand, fully quantum-
mechanical spin dynamics simulations, which incorporate
relaxation effects, offer accurate insights into the behaviour of
small and relatively rigid molecules. These methods face,
however, scalability issues when applied to large molecular
systems and/or cases requiring intermolecular relaxation, such
as in aqueous solvation environments of relevance to biological
applications. On the other hand, molecular dynamics simula-
tions have been used to model particularly the dipole–dipole
relaxation in scenarios where full spin dynamics simulations
have been unfeasible. Unfortunately the traditional MD–DD
approaches have typically neglected cross-relaxation effects,
which are responsible for the NOE polarisation transfer,
between chemically non-equivalent spin groups. This limitation
has complicated direct comparison between experimentally

determined relaxation rates and those derived from MD–DD
simulations.

This work bridges the methodological gap between fully
quantum-mechanical spin dynamics simulations and conven-
tional MD–DD methods. We have developed new multiscale
modelling techniques for simulating the longitudinal relaxa-
tion dynamics in large, flexible molecular systems. Specifically,
we improved upon traditional MD–DD modelling by incorpor-
ating cross-relaxation effects and directly propagating the
equations of motion for the magnetisation observables. This
also facilitates the inclusion of chemical exchange processes in
relaxation modelling across arbitrary exchange rate regimes.
The newly developed methods enable simulation of not only
relaxation but also that of polarisation transfer among spins
and between the chemically exchanging sites.

Computational feasibility was achieved by partitioning a
large spin system into groups of chemically equivalent nuclei,
allowing fast simulations on a standard laptop computer.
Starting from the Solomon equations, we derived a set of
differential equations that generalise the conventional MD–
DD approach for spin systems including chemically non-
equivalent nuclei, maintaining rigour in the expressions of
the spectral densities involving two different spin groups, and
presented the computational approach for determining DD
relaxation rates between the spin groups and simulating their
time evolution.

The developed methods were applied to examine longitudi-
nal magnetisation dynamics in three model systems pertinent
to the field of 129Xe NMR biosensors: Xe(aq), Xe@3AC(aq) and
Xe@6AC(aq), where 3AC and 6AC are water-soluble derivatives
of cryptophane-A. In these Xe@host systems, Xe hyperpolarisa-
tion, DD relaxation, and Xe exchange are interdependent, and
the present methods enable their simultaneous modelling.
Additionally, the 129Xe NMR spectrum was simulated under
various exchange conditions. Xe and proton relaxation times,
NOE and SPINOE polarisation transfer, and the impact of
chemical exchange on these features, were reported. This work
establishes a foundation for studying DD relaxation and cross
relaxation-mediated polarisation transfer across diverse mole-
cular systems, including those in non-deuterated solvents. Our
principal message is that the analysis methodology introduced
here is highly general and allows for systematic and theoreti-
cally consistent generation of computational data for direct
comparison with experiments, provided that carefully cali-
brated MD force fields are employed and sufficient statistics
is reached. The rigorous analysis of the magnetisation
dynamics data may, in turn, also aid in the development of
the force fields. The present capability for relaxation model-
ling opens up new avenues for studying Xe@host systems,
complementing existing work focused on Xe chemical shifts
as means of achieving chemical resolution in sensor applica-
tions. We hope that these advances in modelling relaxation
and Xe-proton SPINOE experiments will foster new experi-
mental studies in the field, including those involving selective
inversion-recovery pulses and/or combined 1H and 129Xe pulse
sequences.

Fig. 11 Simulated NMR spectra of 129Xe exchanging between free and
6AC-bound environments for different values of exchange rate nex. The
dashed vertical lines indicate the computed chemical shift values of the
free and bound states, as well as their population-weighted average.
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