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Abstract 

Metal oxide cluster models of catalyst materials offer a powerful platform for probing the 

molecular-scale features and interactions that govern catalysis. This perspective gives an overview of 

studies implementing the combination of anion photoelectron (PE) spectroscopy and density functional 

theory calculations toward exploring cluster models of metal oxides and metal-oxide supported Pt that 

catalytically drive the hydrogen evolution reaction (HER) or the water-gas shift reaction. The utility in the 

combination of these experimental and computational techniques lies in our ability to unambiguously 

determine electronic and molecular structures, which can then connect to results of reactivity studies. In 

particular, we focus on the activity of oxygen vacancies modeled by suboxide clusters, the critical 

mechanistic step of forming proximal metal hydride and hydroxide groups as a prerequisite for H2 

production, and the structural features that lead to trapped dihydroxide groups. The pronounced asymmetric 

oxidation found in heterometallic group 6 oxides and near-neighbor group 5/group 6 results higher activity 

toward water, while group 7/group 6 oxides form very specific stoichiometries that suggest facile 

regeneration. Studies on the trans-periodic combination of cerium oxide and platinum as a model for ceria 

supported Pt atoms and nanoparticles reveal striking negative charge accumulation by Pt, which, combined 

with the ionic conductivity of ceria, suggests a mechanism for the exceptionally high activity of this system 

towards the water-gas shift reaction. 
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1 Introduction  

 It is difficult to overstate the importance of heterogeneous catalyst-driven reactions on daily life 

and the global economy, which provides ample motivation for exploring the molecular-scale details that 

govern catalysis.  In particular, the production of molecular hydrogen from water decomposition, or the 

hydrogen evolution reaction (HER), is of enduring interest because of the advantage of using H2 as a fuel.  

The “gold standard” catalyst for HER has been and continues to be platinum,15 which is prohibitively 

expensive.  

 To a large extent, the exploitable activity from catalytic materials arises from defect sites- metal 

atoms in non-traditional oxidation states, or metal centers that are undercoordinated. Studies on single-

atom catalysts deposited on surfaces are a poignant example of the local, non-bulk nature of a large portion 

of catalysis.6−9 In practice, properties of catalyst materials are manipulated by complex processing, 

including reduction steps and nanoscale morphological preparations, which presents challenges with 

respect to reproducibility. In addition, dopant sites, binary and higher order oxides/sulfides, which offer 

potential of improved specificity and resilience, create highly-localized active sites.  

 Because catalyst-substrate interactions are local and molecular in scale, small clusters have been 

widely embraced as models for catalytically active sites,10−67 but beyond their value as model systems, 

interesting molecular phenomena are probed in cluster studies, and theory is more tractable.   

 Over the past decade, our research program has explored the molecular-scale interactions between 

water and a range of cluster models to better characterize the molecular and electronic structural features 

of heterogeneous catalyst material defect sites that are active with respect to H2 production from H2O. In 

particular, we have focused on systems in which the metal centers are in lower-than-traditional oxidation 

states, or suboxides. Unlike stoichiometric clusters, metal-local orbitals are occupied in suboxides, which 

emulates charge localization in an oxygen vacancy in bulk metal oxides.68 The tools we have used include 

anion photoelectron (PE) spectroscopy, experimental reactivity studies, and density functional theory 

(DFT) computational treatments of both electronic structure and reaction pathways. We have investigated 
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the chemical and physical properties of homo- and heteronuclear group 6 transition metal oxide clusters, 

near-neighbor transition metal oxides, cerium oxide clusters, and mixed platinum-cerium oxide clusters. 

These studies have elucidated several key electronic and molecular structure relationships to effective HER. 

The steps and barriers associated with the kinetics of weakly-bound 𝑀𝑥O𝑧
−H2O complex formation versus 

dissociative complex formation have been differentiated,69 we have identified specific interactions that 

govern how water structurally couples to active sites, and found the importance of fluxionality of hydroxyl 

groups in H2 release.70 We have demonstrated how very modest differences in barrier heights affect whether 

trapped hydroxyl complexes or thermodynamically favored H2 is formed.71   

 The combination of experimental and computational tools applied toward cluster models of 

catalysts has proven to be a powerful platform for studying these important processes. This focus of this 

perspective will be on the anion PE spectroscopic method, which, when combined with electronic structure 

calculations along with experimental and computational reactivity studies, provides a detailed picture of 

the electronic and molecular structures, which is essential for making the connection between structure and 

function. 

2 Background 

 Determining cluster structures is motivated by the desire to connect molecular and electronic 

structures of catalytically active sites to their chemical and physical interactions with target molecules. In 

addition to anion PE spectroscopic characterization of cluster and cluster complex properties,53−55,70−77 

several examples of experimental approaches such as mass-analyzed threshold ionization (MATI),78,79 

photoionization efficiency spectroscopy,80,81 UV/visible action spectroscopy,11 vibrational predissociation 

spectroscopy,12−19,21 photodissociation82,83 collision induced dissociation (CID),84−86 and ion reactivity 

studies10,11,25,27,28,34−37,41,42,52,59,60,63,64,87,88 are included in the references. Collectively, these studies have 

contributed a wealth of knowledge on structures, bond energies, and photoactivity. Most of these studies 

involve ionic species because of their inherent mass selectability.   
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 Cluster studies connect directly to defect sites on surfaces of bulk or nanoscale catalyst materials. 

However, a limitation of cluster studies in general is the absence of the attending surface and subsurface 

material, or the presence of solvents or additional gas molecules that may in some way influence catalyst 

activity. Studies on supported clusters,89−91 single atom alloys92,93 or solution phase homogeneous catalysts 

introduced to the gas phase by electrospray94 address some of these limitations with the trade-off of losing 

gas-phase spectroscopic detail of molecular scale interaction. Beyond these surface studies, the area of 

nanoparticle catalysts warrants its own encyclopedic treatment.95 

 Within the wide range of gas-phase spectroscopic methods for modeling catalysis noted above, 

anion PE spectroscopy (combined with DFT calculations and reactivity studies) has particular value in the 

study of metals and metal oxides in providing a size-specific map of neutral electronic structures. Multiple 

close-lying spin states that are dark with respect to absorption can also be observed. Additionally, the 

method can provide information on molecular structures, and is sensitive to structure changes that 

accompany a change in local charge state, which is relevant for catalytic mechanisms involving charge 

transfer from the active site to the substrate.  Following is a survey of the methods employed in our studies, 

as well as several systems we have explored. 

3 Methods 

3.1 Experimental  

 The experimental apparatus used in these studies has a pulsed laser-ablation style cluster source 

that can be coupled to a high-pressure fast flow reactor, a time-of-flight mass spectrometer for size-selection 

of cluster reactants and products, and a laser interaction region coupled to an electron kinetic energy 

analyzer for measuring the anion photoelectron spectra. The home-built apparatus has been described 

previously,96,97 and only a very brief overview follows. 

 The surface of a target prepared by hydraulically compressing metal powder or, for heterometallic 

systems, combinations of metal powders, was laser ablated in a cluster source based on the Duncan and 
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Smalley design, which couples the target to a pulsed molecular beam valve and port for introducing the 

ablation laser.98  Clusters coalesce and undergo collisional cooling in a high-pressure pulse of helium carrier 

gas in a 2.5-cm long, 3-mm diameter channel before expanding into a vacuum chamber and entering a time-

of-flight mass spectrometer. Cluster-water reactivity studies, including several temperature-dependence 

and dual reactant studies, were conducted by injecting a variable number density of H2O or other reactants 

into the clustering channel, and similarly mass analyzing via time-of-flight mass spectrometry.99 

 Mass selected clusters and their product anions were interrogated spectroscopically via fixed-

frequency photoelectron spectroscopy. The output of a pulsed Nd:YAG laser is timed to intersect the anion 

of interest, and the kinetic energy distribution of the resulting photoelectrons is analyzed. This distribution 

is peaked due to transitions from the internally cold anions (𝐸𝑖𝑛𝑡𝑒𝑟𝑛𝑎𝑙
𝑎𝑛𝑖𝑜𝑛 ≈ 0) to discrete rovibronic levels of 

the neutral (𝐸𝑖𝑛𝑡𝑒𝑟𝑛𝑎𝑙
𝑛𝑒𝑢𝑡𝑟𝑎𝑙 , which has contributions from electronic, vibrational and rotational energy).  

𝑒−𝐾𝐸 = ℎ𝜈 − 𝐸𝐴 −  𝐸𝑖𝑛𝑡𝑒𝑟𝑛𝑎𝑙
𝑛𝑒𝑢𝑡𝑟𝑎𝑙 + 𝐸𝑖𝑛𝑡𝑒𝑟𝑛𝑎𝑙

𝑎𝑛𝑖𝑜𝑛  

The spectra are generally presented as electron counts as a function of electron binding energy, eBE, which 

reflects the relative energies of the initial anion state and final neutral states: 

𝑒−𝐵𝐸 = ℎ𝜈 − 𝑒−𝐾𝐸 

And is independent of photon energy. Typically, one-electron transitions are the most prominent features 

in the spectrum, with an associated s =  ½ selection rule. The resolution of time-of-flight electron kinetic 

energy analyzer is not sufficient to resolve rotational spacings.  

 The undercoordinated metal oxides targeted in our studies feature metal centers that are more 

electron-rich than fully coordinated or oxidized clusters. The spectra therefore tend to be congested with 

multiple close-lying electronic transitions associated with nominally one-electron detachment of electrons 

from nearly degenerate nd or (n+1)s-like orbitals. One of the strengths of this spectroscopic method is its 

ability to map the low-lying electronic states of the neutral, some of which are dark with respect to direct 

absorption spectroscopy. 
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3.2  Computational  

 An essential element of making electronic and molecular structural assignments of the anion PE 

spectra of these cluster systems is an exhaustive computational survey of potential structures in a multitude 

of spin states. All calculations were carried out using the Gaussian (G03, G09, G16)100−102 quantum 

chemistry software. In earlier studies (WxOy
−, MoxOy

− Mo(3-x)WxOy
−, MoVOy

−, MoNbOy
−) geometry 

optimization calculations were performed with the unrestricted B3LYP hybrid density functional,103−105 

utilizing the Stuttgart–Dresden (SDD) relativistic pseudopotentials to replace all core electrons on the 

metals and an augmented version of the associated double-ζ basis set to treat the remaining metal valence 

electrons.106 Diffuse s-, p-, and d-functions were included in the basis set to properly describe the increased 

radial extent of the anion wavefunction.107 To allow for greater angular flexibility in optimizing the 

molecular orbitals, an additional polarization function (l + 1) was added to the basis sets of metals and 

oxygen atoms. To obtain triple-ζ quality basis sets for single point calculations, the aug-cc-pVTZ basis sets 

for oxygen and hydrogen atoms108 and metal basis sets were augmented following the example of Martin 

and Sundermann.109 Studies on the formation and stabilities of weakly MoxOy
−·H2O and WxOy

−·H2O charge-

dipole complexes the unrestricted M06 hybrid density functional method was utilized in place of B3LYP, 

as the latter functional has been shown to underestimate the energy of weakly bound complexes as well as 

barriers.110 

For CexOyHz
− and [CeO]Ptn

− systems we again employed the unrestricted B3LYP hybrid density 

functional method paired with the Stuttgart relativistic, small core ECP28MWB_ANO pseudopotential with 

a 28 frozen electrons and an atomic natural orbital contracted Gaussian basis for the valence electrons for 

cerium.111 For Pt, the frozen 60 electron ECP60MWB quasi-relativistic pseudopotential106 with a valence 

basis set was used.71 Oxygens and hydrogen we used the aug-cc-pVTZ Dunning correlation consistent basis 

set.112 

Calculations on MnxMoOy
− cluseters utilized the def2-SVPP basis set.113,114 The SDD effective core 

potentials were again employed to model the core electrons of the metals. To obtain accurate electronic 
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energies single-point calculations were performed on the optimized structures with the def2-TZVPP basis 

set. 

Harmonic vibrational frequency calculations are performed on optimized structures to determine 

the nature of each stationary state found (no imaginary frequencies are accepted for minima, and only one 

imaginary frequency is accepted for transition states) and to evaluate the zero-point energies.  

 For a more detailed comparison between the calculated structures and the experimental spectra, 

simulated spectra were generated based on computationally predicted spectroscopic parameters, including 

adiabatic detachment energies (ADEs, the energy between the zero-point-corrected total energies of the 

anion and neutral), vibrational frequencies of the anions and neutrals, and normal coordinate 

displacements.115 Home-written Labview codes input structures, vibrational frequencies and normal 

coordinates to calculate normal coordinate displacements and Franck-Condon factors, and generate a 

simulation with vibronic line positions and eKE-dependent linewidths. Vibrational “temperatures” can be 

adjusted independently for each active mode (though vibrational temperatures are typically set to 300K). 

 

4  Group 6 transition metal oxide cluster anions and their reactions with water 

 Molybdenum and tungsten oxides have received considerable attention as potential electro- or 

photocatalysts for HER,116-120 particularly in low-dimensional or meso- and nanoscale morphologies.121−123 

While Mo and W are both group 6 transition metals, there are several interesting distinctions between their 

respective oxides. WO3, the strongly thermodynamically favored oxide, has a water-insoluble monoclinic, 

pseudo-cubic distorted structure, while MoO3 has a water-soluble lamellar structure, and is more reducible 

than WO3, with MoO2 also being a fairly stable oxide. Cluster models of these species reflected bulk 

properties in several ways, as detailed below. In both the reactivity studies involving homo- and hetero-

metal oxide clusters with water69,99,124−128 and anion PE spectroscopic studies of the clusters and reaction 

products, the analysis of which was supported by extensive DFT studies, 70,71,129−138  the importance of Lewis 
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acid-base interactions, repulsion, barriers to hydroxide group fluxionality, and the relative stability of the 

Mo(IV) center govern the reactions. 

 To set the scene, the reactions observed were either cluster oxidation with H2 release, 

𝑀𝑥𝑂𝑦
− + 𝐻2𝑂 → 𝑀𝑥𝑂𝑦+1

− + 𝐻2  (1) 

which generally occurs sequentially over a range of y values, or water addition, with no net change in 

oxidation state of the cluster: 

𝑀𝑥𝑂𝑦
− + 𝐻2𝑂 → 𝑀𝑥𝑂𝑦+1𝐻2

−.    (2) 

Water addition generally becomes more prevalent as the cluster approaches bulk oxidation (y = 3x), with 

several notable exceptions.  

 H2 production in cluster- water reactions requires two conditions being satisfied: the hydrogens 

must have opposite charges, and they must be spatially proximal. Based on computational studies,70,71,131 

MxOy
− + H2O reactions initiate with local interactions involving alignment of the O−H bond on water along 

an M−O bond on the cluster. This interaction is guided by local dipole-dipole interactions and driven by the 

Lewis acidity of the metal center, followed by dihydroxide formation and subsequent rearrangement to 

proximal –H and –OH groups leading to H2 production. Rearrangement is lower-barrier in suboxide 

systems, and clearly, the steric access to a Lewis acidic metal center plays a central role in the rate of initial 

complex formation.  

 Figure 1 shows the most stable structures of Mo2Oy
 and W2Oy

 (y = 4, 5) determined by a 

comparison between their respective PE spectra (blue traces) and M06/aug-cc-pvdz/SDD-based 

simulations (black traces).71,125,132 We note here that a wide range of cluster structures were calculated 

(varying the number of bridge bonds between 0 and 3, symmetric versus asymmetric oxidation states of the 

two metal centers), and the structures that produced simulated spectra that were most consistent with the 

observed spectra coincided with the lowest energy isomers predicted for the anions.  However, an important 

result that emerged from the electronic and molecular structure calculations is that the lowest energy neutral 
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structures are very frequently different from the lowest energy anions,129−131 meaning that the detachment 

transition prepares a neutral in a metastable structure. When differences arise between the most stable 

structures of anions and neutrals, neutrals generally favor structures with more MOM bridge bonds than 

the anions. For example, the most stable neutral W2O4 and W2O5 structures are predicted to have two bridge 

bonds, and the observed transitions are from the lowest energy anions with a single bridge bond to a higher-

lying neutral structure, resulting in higher transition energies. The broader implication is that charge-

transfer from a catalytically active oxygen vacancy triggers a structural reorganization of O-atoms around 

the vacancy.   

 Both the Mo2O4
 and Mo2O5

 anions favor two bridge bonds, and their respective detachment 

transitions access the lowest energy neutral structures, with the associated lower transition energy. The 

spectra of the W2Oy
 anions show binding energies ca. 1 eV higher than their Mo2Oy

 congeners. Why are 

the Mo2Oy
 and W2Oy

 structures different? The MoxOy
 suboxide structures of the are governed by 

Figure 1. Anion PE spectra of (a) Mo2O4
 (b) Mo2O5

, (c) W2O4
, and (d) W2O5

 (blue traces) along 

with the structures with M06 computed spectroscopic parameters that produce the simulated spectra 

(black traces).  These structures are also the lowest energy isomers computed for the clusters. (Red 

represents O-atoms, turquoise represents Mo atoms, blue represents W atoms). While Mo and W are 

group 6 transition metals, the Mo centers are bound by two bridge bonds, the W centers are bound by 

one. 
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maximizing the number of Mo centers in the +4 oxidation state (MoO2 bulk is a metastable bulk oxidation 

state), while the WxOy
 clusters do not affected by a relatively stable suboxide state.  

 With the structures of these clusters established, computational treatment of the reactivity studies 

could be conducted. An essential difference between the two group 6 transition metals is the barrier for –H 

and –OH rearrangement.69 These barriers are generally submerged (below the free energy of the initial 

reactants) in WxOy
− + H2O reactions, while they are systematically, though modestly, higher in MoxOy

− + 

H2O reactions, in some cases exceeding the internal energy gained in reactive complex formation. 

Therefore, WxOy
 clusters generally undergo sequential oxidation to higher values of y than their MoxOy

 

analogs. However, MoxOy
− clusters have higher reaction rate coefficients if MoxOy+1H2

− formation is 

included. In addition to more favorable sterics for H2O association with MoxOy
 clusters, the calculations 

predict that the Lewis acid-base ion-molecule complex is more strongly bound for MoxOy
− clusters than for 

WxOy
− clusters. As a simple example, consider the different structures of Mo2O5

 and W2O5
 (Figure 1).  

The lowest energy structure of Mo2O5
− provides a less hindered water addition site than the W2O5

− ground 

state structure, and experimentally, Mo2O5
− undergoes water addition more quickly than the analogous 

W2O5
− + H2O reaction. However, Mo

 exclusively forms Mo2O6H2
 in reactions with water, while 

W2O5
 forms both the addition product and W2O6

. 

 Again, interpretation and computational treatment of reactivity studies rely on the structures 

determined for these M2Oy
 clusters, which we extended to M3Oy

 (M = Mo, W; y = 2  3x) clusters, allowing 

us to explore the various modes of water addition, and finding that the most direct route for H2 production 

involves two adjacent metal centers.70 From the free energy pathways, a connection between the structural 

properties of these suboxide clusters with the propensity to either produce H2 in reactions with water or to 

form metastable trapped species was found. In the case of the latter, we again turned to anion PE 

spectroscopy to determine that the trapped intermediates were dihydroxides rather than some other 

constitutional isomer. Figure 2 shows the PE spectra of both Mo3O6
 (black trace) and Mo3O6D2

 generated 

by Mo3O5
 + D2O (blue traces) along with a simulation generated from the spectroscopic parameters 
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associated with the di-deuteroxide (dihydroxide, for the H2O addition analog) structure shown in the top 

panel (red trace).70 Alternative structures featuring one or two hydride (deuteride) groups rather than two 

hydroxide groups were predicted to be lower in energy, but also to have both higher ADE values as well as 

narrower Franck-Condon profiles. The spectrum is therefore an indication that a high-energy structure of 

Mo3O6H2
 is formed in the Mo3O5

 + H2O reaction. For all kinetically trapped water-addition products, the 

structure is a dihydroxide, and further calculations on the reaction free energy path predict relatively high 

barriers for rearrangement to a hydride-hydroxide structure necessary for H2 production. We note here that 

in contrast to Mo3O5
, W3O5

 readily forms W3O6
 + H2 in reactions with water, with W3O6H2

 having 

modestly lower barriers to the necessary rearrangement, despite W3O5
 and Mo3O5

 having nearly identical 

structures.70  

Figure 2. Anion PE spectrum of Mo3O6D2 formed in the Mo3O5
 + D2O reaction [blue traces, panels (a) 

and (b)] along with (a) spectral simulation based on the B3LYP computed structure shown, and (b) in 

comparison with the PE spectrum of Mo3O6
-, which exhibits a similar vibrational progression but at a 

higher electron binding energy. Alternative structures in which one or both of the Mo-OD (or Mo-OH) 

groups are exchanged for one or two O-Mo-D (or O-Mo-H) hydride groups are predicted to have 

significantly higher electron binding energies and different Franck-Condon profiles.  Turquoise 

represents Mo, red represents O, white represents H. 
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 The results suggesting that MoxOy
− forms stronger Lewis acid-base complexes contradicts previous 

calculations on the Lewis acidity of stoichiometric group 6 (MxO3x, M = Cr, Mo, W) transition metal oxide 

clusters that align with the bulk periodic trend of increasing acidity with increasing row number.139−141 We 

attributed the stronger interaction energies in MoxOy
H2O complexes to shorter Mo−O bond distances 

(smaller ionic radius of Mo) in suboxides. As new MO bonds are formed in subsequent reactions leading 

toward bulk stoichiometry, W−O bonds become substantially stronger than Mo−O bonds, which is 

consistent with the stronger Lewis acidity of tungsten in +6 oxidation state. The bottom line is that reactive 

complex formation is faster for MoxOy
− clusters, but WxOy

− reactions are more likely to lead to H2 

production.  

 The heterometallic MoxWxOy
 clusters are a different story. The sequential oxidation of 

heterotrimetallic MoxW3-xOy
 (x = 1, 2) clusters proceeded to higher values of y than both Mo3Oy

 and 

W3Oy
.125 The anion PE spectra and calculations on MoxW3-xOy

 and MoWOy
 heterometallic clusters were 

consistent with structures in which the Mo centers were consistently in a lower oxidation state than W until 

W was fully saturated, whereupon the Mo center would undergo oxidation.134 As the most extreme example, 

MoWO3
− could be described as Mo− atomic anion in an ion-dipole complex with neutral WO3. Until the 

cluster is fully oxidized, the Mo center remains an electron-rich, sterically unhindered and relatively acidic 

locus for initial water complex formation. The disparate oxidation states in Mo-W mixed suboxide clusters 

reflects the higher oxophilicity of W (0.8 versus 0.6, based on the scale developed by Kepp),142 which is 

born out in the greater reducibility of Mo.  

 To summarize the main findings, the MoxOy
 + H2O → MoxOy

−H2O electrostatic complex 

formation is more exothermic (and also proceeds with higher reaction rates) than the analogous WxOy
−H2O 

complex energies of formation, while WxOy
 clusters are oxidized by water to higher values of y. Mo-W 

heterometallic oxide clusters, with the Mo center(s) in lower oxidation states than adjacent W center(s), are 

more reactive than both the homometallic homologs. For both the homo- and hetero-group 6 suboxide 

clusters, the most stable structures for the anions are frequently different than those for the neutral, 
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suggesting any charge-transfer from a negatively charged O-vacancy enter creates a structural change in 

which a terminal M=O bond would relax to form a MOM bridge bond. 

5 Near-neighbor hetero-transition metal oxides 

 Unlike the example of mixed Mo-W oxide clusters, combinations of transition metals from 

different groups have an automatic asymmetry with respect to the metal oxidation state, and offer a greater 

potential for two-site cooperativity in catalysis.143 To explore the interplay between disparate oxophilicities 

and stable oxidation states in suboxide cluster models, we studied the structural evolution of mixed group 

5-6 and 6-7 oxides, with Mo serving as the group 6 metal center in all cases. These two different 

Figure 3.  Anion PE spectra of near-neighbor hetero-transition metal oxides in a range of oxidation 

states, along with the computationally determined structures, showing generally higher Mo oxidation 

states in MoVOy
 clusters (top row), higher Nb oxidation states in MoNbOy

 (center row) and a narrower 

oxide distribution of MnMoOy
 reflecting the particular stability of Mn2+ combined with the stability of 

the +4 and +6 oxidation states of Mo. Turquoise represents Mo, red represents O, grey represents V, 

green represents Nb, rose represents Mn. 
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combinations offer a striking contrast between the highly oxophilic group 5 centers of V144 and Nb,145 both 

of which favor a +5 oxidation state, and the much less oxophilic group 7 Mn center,146 which favors the +2 

oxidation state. Mo has intermediate oxophilicity when compared with the group 5 and group 7 metals.142   

 Figure 3 shows a collection of PE spectra and the cluster structures determined for MoVOy
 and 

MoNbOy
 (y = 25) and MnMoOy

 (y = 3, 4). The spectra of several of the MoVOy
 clusters exhibited 

contributions from several structures, both of which are included in Fig. 3, verified by hole-burning PE 

spectroscopy.144 Overall, these structures show the Mo center in an equal or higher oxidation state than V. 

This result was surprising based on the higher oxophilicity of V142 and the relative M-O bond dissociation 

energies (V-O bond dissociation is 6.5 eV; Mo-O bond dissociation energy is 5.4 eV),147 but is in line with 

the general trend of reducibility decreasing for elements lower on the periodic table. The structures of the 

second-row adjacent neighbor Mo-Nb oxides show Nb in a higher oxidation state than Mo, except in the 

case of MoNbO4
, which is consistent with the relative oxophilicities and MO bond dissociation energies 

(Nb-O bond dissociation energy is 8.0 eV).148 The higher electronegativity of Mo relative to Nb148 also 

results in the Nb center having a more positive charge in structures with both centers nominally in the same 

oxidation state. 

The preferential oxidation of one particular metal center in a heterometallic cluster, in which both 

metal centers have high, if not equal, oxophilicity suggests that in nanoscale, highly defective surfaces, a 

dopant metal atom will remain an electron rich (or poor) center over a range of partial oxidation of the 

system. 

In contrast, for systems with both different oxophilicities and disparate oxidation states, such as in 

the case of Mn and Mo, the description of bonding in the cluster is different. Bulk MnMoO4 has been 

explored as a catalyst for HER.149−152 Our studies on the electronic structure and reactivity of cluster systems 

gave some insight into why this combination might be effective.  
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As suggested from Figure 3 and shown explicitly in Figure 4, Mo-Mn mixed oxides did not span 

the broad range of oxidation states observed for the homo- and heterometallic group 6 and mixed group 

5/group 6 clusters, which showed oxidation states of 2  y .3x where x is the total number of metal centers. 

Rather, the MnMoOy
 series was confined to y = 3, 4, and Mn2MoOy

 to y = 3–5. In addition, both MnMoO3
 

and Mn2MoO3
 were oxidized by water, forming MnMoO4

 and Mn2MoO4
 (releasing H2) while the 

tetroxides underwent water addition, which does not change the overall oxidation state of the cluster.   

 From the PE spectra and computational results, these clusters can be described as ionic complexes. 

For example, MnMoO3
 and MnMoO4

 can be described as Mn+(MoO3)2- and Mn+(MoO4)2-, while the 

structurally corresponding neutral are Mn2+(MoO3)2- and Mn2+(MoO4 )2-. The Mn2MoOy
 (y = 3,4) clusters 

can be described similarly, with the positive charge shared by the Mn centers. In this picture, the particular 

Figure 4.  Initial mass distribution of clusters formed from laser ablation of a mixed 98Mo/Mn target, 

showing Mn98MoOy
 (y = 3, 4), 98Mo

2
Oy

(y = 2 – 6) and Mn2
98MoOy

 (y = 3 – 5) clusters (black trace) 

and distribution after reactions with water (blue dashed  trace) along with the structures determined 

computationally.  Species indicated with an asterisk (*) are water addition products. Turquoise represents 

Mo, rose represents Mn, red represents O. 
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stability of the +2 oxidation state for Mn combined with the dual stability of the +4 and +6 oxidation states  

of Mo create a very specifically favored distribution of clusters. The oxidation of MnMoO3
 by water 

toggles the oxidation state ONLY of the Mo center, from +4 to +6, leaving the Mn center in its low oxidation 

state. This particular result is exciting: One of the enduring challenges of using cluster models for catalysts 

is the irreversibly reactivity of clusters. While they still provide valuable insight into the local electronic 

and structural environment that support catalytic activity, modeling full-cycle processes is more elusive. In 

Figure 5.  Spectral simulations (top frames) based on B3LYP-D3BJ computed structures for (a) MnMoO3 

and (b) MnMoO4 anions and neutrals.  Dashed lines indicate an isomer that is predicted to be energetically 

competitive but not observed in the spectrum.  Note that when MnMoO4
 ion signal is augmented by 

oxidation of MnMoO3
 by water, band A becomes relatively more intense, suggesting production of 

electronically excited MnMoO4
. 
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the case of the mixed Mn-Mo oxide clusters, regeneration of the MnxMoO3
 chemically active cluster is 

feasible because of the relative stability of Mo(IV). Figure 5 shows the calculation-based simulations of (a) 

MnMoO3
− and (b) MnMoO4

−. As seen previously, the lowest energy structure of MnMoO3 is different from 

MnMoO3
−, and the observed spectrum is consistent with the transition from the lowest energy anion to the 

less stable neutral structure. Also of note is the experimental spectrum of MnMoO4
−, which is included in 

panel (b) appears to have two broad transitions separated by approximately 0.5 eV, which is consistent with 

the septet-quintet splitting in the precursor anion. Interestingly, the lower energy transition is enhanced 

when the production of MnMoO4
− was augmented by MnMoO3

− + H2O reactions, suggesting that 

MnMoO4
− is produced in an excited electronic state, further supporting the idea of facile regeneration. 

Finally, we comment on the high spin localized on Mn2+ in both clusters, suggesting Mn-doped MoO3 

materials might have interesting magnetic properties.  

6 Cluster models of supported catalysts: PtnCexOy
−  

Reports on studies of ceria-supported Pt nanoparticles having enhanced activity toward the water-

gas shift reaction (CO + H2O → CO2 + H2)153 along with theoretical studies highlighting the non-innocence 

of cerium oxide as a catalyst support material154 motivated our cluster model studies on bare cerium oxides 

and mixed platinum-cerium oxide.  In this case, small cluster models may be particularly appropriate, based 

on reports of the activity of CeO2 nanoparticle-supported Pt-atoms.155 What combination of attributes of 

ceria and platinum leads to enhanced activity?     

 Our earlier studies on CexOy
− + H2O reactions revealed a more complex reaction landscape than 

what was seen in the transition metal oxide reactions with water.156,157 The most profoundly reduced clusters 

(y < x) underwent direct oxidation with H2 production. However, the intermediate suboxide clusters 

underwent monohydroxide formation alongside water addition, with direct oxidation re-emerging as the 

clusters approached CexO2x
 stoichometry. However, loss of ion signal under reactive conditions also 

suggested that chemifragmentation or chemi-detachment (i.e., chemi-ionization of the anion) might have 

contributed to the production or depletion of ions.   
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 Based on the anion PE spectra and computational results, the electronic structures of 

CexOy
clusters are very evocative of the bulk sesquioxide electronic structure.158 The 4f subshell in every 

Ce center is singly occupied for all species with x > 2y, with the clusters’ 4f orbitals lying in a very narrow 

energy window between the bonding Ce 5d-O 2p orbitals (correlating to the bulk valence band), with the 

remaining electrons lying in diffuse, outer-valence and non-bonding 6s-based molecular orbitals, skimming 

Figure 6. (a) PE spectrum of [CeO]Pt measured using 2.330 eV photon energy, and (b) simulation 

based on the B3LYP-calculated linear Pt-O-Ce structure with (c) orbital occupancy shown.  Orbital 

energies are relative to the highest singly occupied molecular orbital.  Note that the Pt nominally carries 

a -2 charge state. Dark blue represents Pt, cream represents Ce, red represents O.   
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the surface of the clusters. Of relevance to the question of Pt-CexOy
 interactions, these electrons are weakly 

bound, typically by ca. 1 eV. 

The heterometallic platinum-cerium oxides have electronic structures that are somewhat different 

from the near-neighbor heterometallic transition metal oxides. An early indicator was the observation of 

Pt− photodetachment signal in the PE spectra of several of the complexes, signaling photodissociation 

followed by photodetachment of the Pt daughter ion at modest photon energies,159 and suggesting relatively 

weak bonding compared to the other heterometallic species. An exception was the simplest cluster system, 

[CeO]Pt, the PE spectrum of which is shown in Figure 6(a). The structure consistent with the observed 

spectrum is shown, along with depictions of the molecular orbitals and the calculations-based simulation 

[Figure 6(b)]. Calculations on this molecule were problematic: A bent structure was predicted to be lowest 

in energy, but was inconsistent with the spectrum in terms of electron affinity, detachment cross section 

and Franck-Condon profile. The linear structure calculated to lie higher in energy was consistent with the 

spectrum. Based on the orbital occupancies [Figure 6(c)] the anion was aptly be described as [CeO]+Pt2, 

and the lowest energy neutral state as [CeO]2+Pt2. Similar highly ionic character was inferred in the spectra 

and calculations on larger suboxide systems.   

The calculated structure of the simplest anionic model system with bulk stoichiometry, [CeO2]Pt−, 

is shown in Figure 7. The orbitals are predominantly Pt-local or CeO2-local, and the Pt−Ce internuclear 

distance is predicted to be 3.05 Å, suggesting that charge-dipole interactions bind the Pt atomic anion to 

neutral CeO2. As seen in the resulting PE spectrum, broad direct detachment signal above 3 eV is 

accompanied by pronounced Pt photodetachment signal, suggesting photodissociation of a portion of the 

complexes to CeO2 + Pt, as noted above. The broad direct detachment signal is due to the significant 

structural rearrangement upon detachment:  The optimized neutral structure has a Pt-O-Ce bridge bond with 

orbital overlap between the bridging O-atom and 5d orbitals localized on the Pt center. Interestingly, this 

structural change is evocative of structures determined in calculations on Pt/Ce6O12 clusters, which show 

charge transfer from Pt to the ceria cluster,160 in striking contrast to the distinct accumulation of charge by 

Page 19 of 31 Physical Chemistry Chemical Physics



20 
 

Pt in the anion. The reversal of charge transfer with the change in bonding motif driven by detachment will 

impact the interaction between this model active site and water-gas shift reactants.  

The significant difference between the anion and neutral structures is a recurring theme in these 

cluster studies, and suggests the introduction of significant structural strain to an active site upon charge 

transfer from the catalyst (whether an active site such as an O-vacancy, or supported Pt atom).   

Figure 7.  (a) Calculated structures of [CeO2]Pt anion and neutrals, along with orbital occupancy.  The 

one-electron difference between the anion and neutral is indicated by the ‘red’ electron.  The 5d orbital 

localize in Pt is singly occupied in both charge states. (b) PE spectrum of [CeO2]Pt, exhibition signal 

due to Pt detachment (inset shows bare Pt spectrum).  Direct detachment signal appears above 3 eV.  
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Based on the sum of our studies, the following picture of the CeO2/Ptn catalyzed water-gas shift 

reaction emerged: Pt atoms or clusters accumulate negative charge from cerium suboxides (i.e., oxygen 

vacancies). Water readily reacts with cerium oxide, forming surface hydroxyl groups that are attracted to 

and subsequently reduced by the negatively charged Ptn. Ceria, a material well known for its ionic 

conductivity (O2 as the charge carrier)161 can transport the nascent oxide to complete the oxidation of CO, 

which readily adsorbs on Pt.   

Overall, the PE spectra and calculations supported the following: Both the electron affinities and 

ionization energies of cerium suboxide clusters are low, while the electron affinity of Pt is robust (2.128 

eV),162 a combination that results in particularly facile accumulation of electrons in cerium oxide-supported 

Pt atoms or clusters. Accumulation of negative charge by metal clusters from O-vacancies on metal oxide 

supports is a commonly accepted mechanism for catalytic activity, and in the case of ceria-supported Pt, 

the effect is augmented by the combination of specific characteristics of Pt and ceria.163   

 

7  Conclusions 

Use of cluster models of heterogeneous catalysts has led to a more detailed understanding of the 

molecular scale interactions that govern catalytic activity, as well as the role of features such as defect sites, 

dopants, or catalyst-support interactions. With a toolkit that includes anion PE spectroscopy and DFT 

calculations, which provide a detailed picture of the electronic and molecular structures of the clusters and 

water-addition products formed in reactivity studies, we have examined a range of homo- and 

heterometallic oxide cluster models for HER. The efforts have built an understanding of how local structure 

evolves with oxidation state, the role of metal hydride formation and hydroxyl fluxionality, and the bonding 

motifs that introduce barriers to metal-hydride formation.  

Bulk properties of group 6 Mo- and W oxides, which have shown promise as photocatalysts for 

HER, are reflected in the suboxide structures formed, with the relative stability of the +4 oxidation state of 
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Mo driving asymmetric structures in unary MoxOy
 clusters. More strikingly for mixed MoxWxOy

 clusters, 

the structures show preferential oxidation of W over Mo. The pronounced asymmetric oxidation found in 

heterometallic group 6 oxides and near-neighbor group 5/group 6 results in higher activity toward water, 

while group 7/group 6 oxides form very specific stoichiometries that suggest facile catalysts regeneration 

with HER. Mixed platinum-cerium oxides were probed as models for ceria supported Pt, a combination 

that is strikingly more active toward the water-gas shift reaction than unsupported Pt. Our results showing 

large negative charge accumulation by Pt, which, combined with the ionic conductivity of ceria, suggest a 

mechanism for the exceptionally high activity of this supported catalyst combination. 

Underlying all of these studies is an understanding of both the molecular structures and how they 

play into the sterics of the catalyst-substrate interaction, and the electronic structures along with the 

structural changes associated with charge transfer. The combination of anion PE spectroscopy with DFT 

calculations is uniquely well suited to characterizing these structural and electronic features of cluster 

models for heterogeneous catalysts. 

  

Conflicts of interest 

There are no conflicts to declare. 

Acknowledgements 

We gratefully acknowledge support for this work from the Department of Energy grant No. DE-FG02-

07ER15889, and the National Science Foundation Grant Nos. CHE-0718387, CHE-0350193, CHE-

1265991, CHE-1460720, and CHE-9875046. 

 

 

Page 22 of 31Physical Chemistry Chemical Physics



23 
 

1  X. Cheng, Y. Li, L. Zheng, Y. Yan, Y. Zhang, G. Chen, S. Sun and J. Zhang, Energy Environ. Sci., 2017, 

10, 2450–2458. 

2 N. Cheng, S. Stambula, D. Wang, M. N. Banis, J. Liu, A. Riese, B. Xiao, R. Li, T. -K. Sham, L. -M. Liu, 

G. A. Botton and X. Sun, Nat. Commun., 2016, 7, 13638. 

3 E. Kemppainen, A. Bodin, B. Sebok, T. Pedersen, B. Seger, B. Mei, D. Bai, P. C. K. Vesborg, J. Halme, 

O. Hansen, P. D. Lund and I. Chorkendorff, Energy Environ. Sci., 2015, 8, 2991–2999. 

4 G. -R. Xu, J. -J. Hui, T. Huang, Y. Chen and J. -M. Lee, J. Power Sources, 2015, 285, 393–399. 

5 M. Li, Q. Ma, W. Zi, X. Liu, X. Zhu and S. Liu, Science, 2015, 1, 1–7. 

6 A. J. Therrien, A. J. R. Hensley, M. D. Marcinkowski, R. Zhang, F. R. Lucci, B. Coughlin, A. C. 

Schilling, J. McEwen and E. C. H. Sykes, Nat Catal, 2018, 1, 192–198. 

7 J. M. Thomas, Phys. Chem. Chem. Phys., 2014, 16, 7647–7661. 

8 J. Liu, ACS Catal., 2017, 7, 34–59. 

9 M. Flytzani-Stephanopoulos and B. C. Gates, Annu. Rev. Chem. Biomol. Eng., 2012, 3, 545–574. 

10 D. K. Böhme and H. Schwarz, Angew. Chem. Int. Ed., 2005, 44, 2336−2354. 

11 N. Dietl, X. Zhang, C. van der Linde, M. K. Beyer, M. Schlangen and H. Schwarz, Chem. Eur. J., 2013, 

19, 3017−3028. 

12 L. G. Dodson, M. C. Thompson and J. M. Weber, J. Phys. Chem. A, 2018, 122, 6909−6917. 

13 L. G. Dodson, M. C. Thompson and J. M. Weber, J. Phys. Chem. A, 2018, 122, 2983−2991. 

14 M. C. Thompson, J. Ramsay and J. M. Weber, J. Phys. Chem. A, 2017, 121, 7534−7542. 

15 E. Barwa, T. F. Pascher, M. Oncak, C. van der Linde and M. K. Beyer, Angew. Chem. Int. Ed., 2020, 

59, 7467–7471 

16 T. F. Pascher, E. Barwa, C. van der Linde, M. K. Beyer and M. Oncak, Theor. Chem. Acc., 2020, 139, 

127. 

17 J. H. Marks, T. B. Ward and M. A. Duncan, Int. J. Mass Spec., 2019, 435, 107−113. 

18 T. B. Ward, A. D. Brathwaite and M. A. Duncan, Topics in Catal., 2018, 61, 49−61. 

19 A. E. Green, S. Schaller, G. Meizyte, B. J. Rhodes, S. P. Kealy, A. S. Gentleman, W. Schollkopf, A. 

Fielicke and S. R. Mackenzie, J. Phys. Chem. A, 2020, 124, 5389−5401. 

20 G. Meizyte, A. E. Green, A.S. Gentleman, S. Schaller, W. Schollkopy, A. Fielicke and S. R. 

Mackenzie, Phys. Chem. Chem. Phys., 2020, 22, 18606−18613. 

21 M. P. Klein, A. E. Ehrhard, J. Mohrbach, S. Dillinger and G. Niedner-Schatteburg, Top. Catal., 2018, 

61, 106−118. 

22 S. Dillinger, J. Mohrbach and G. Niedner-Schatteburg, J. Chem. Phys., 2017, 147, 184305. 

 

REFERENCES 

 

 

Page 23 of 31 Physical Chemistry Chemical Physics



24 
 

 
23 J. Mohrbach, S. Dillinger and G. Niedner-Schatteburg, J. Chem. Phys., 2017, 147, 184304. 

24 S. Debnath, X. Song, M. R. Fagiani, M. L. Weichman, M. Gao, S. Maeda, T. Taketsugu, W. 

Schollkopf, A. Lyalin, D. M. Neumark and K. R. Asmis, J. Phys. Chem. C, 2019, 123, 8439−8446. 

25 N. Dietl, T. Wende, K. Chen, L. Jiang, M. Schlangen, X. Zhang, K. R. Asmis and H. Schwarz, J. Am. 

Chem. Soc., 2013, 135, 3711–3721. 

26 S. Yin, Z. Wang and E. R. Bernstein, J. Chem. Phys., 2013, 139, 084307. 
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