
Thermally Reversible Pattern Formation in Arrays of 
Molecular Rotors

Journal: Nanoscale

Manuscript ID NR-ART-10-2022-005813.R1

Article Type: Paper

Date Submitted by the 
Author: 05-Mar-2023

Complete List of Authors: DeLuca, Marcello; Duke University, Mechanical Engineering & Materials 
Science
Pfeifer, Wolfgang; The Ohio State University, Department of Physics, 
Department of Mechanical and Aerospace Engineering
Randoing, Benjamin; Duke University, Biomedical Engineering
Huang, Chao-Min; Duke University, Mechanical Engineering and Materials 
Science
Poirier, Michael; The Ohio State University, Physics
Castro, Carlos; The Ohio State University, Mechanical and Aerospace 
Engineering
Arya, Gaurav; Duke University, Mechanical Engineering & Materials 
Science

 

Nanoscale



Thermally Reversible Pattern Formation in Arrays of Molecular Rotors

Marcello DeLuca1, Wolfgang G. Pfeifer2,3, Benjamin Randoing4, Chao-Min Huang1, Michael 
G. Poirier3, Carlos E. Castro2, Gaurav Arya1,*

1Department of Mechanical Engineering and Materials Science, Duke University
2Department of Mechanical and Aerospace Engineering, The Ohio State University

3Department of Physics, The Ohio State University
4Department of Biomedical Engineering, Duke University

*Email: gaurav.arya@duke.edu, Tel: +1-919-660-5435, Fax: +1-919-660-8963

Page 1 of 22 Nanoscale



2

ABSTRACT
Control over the mesoscale to microscale patterning of materials is of great interest to the soft 

matter community. Inspired by DNA origami rotors, we introduce a 2D nearest-neighbor lattice of 

spinning rotors that exhibit discrete orientational states and interactions with their neighbors. 

Monte Carlo simulations of rotor lattices reveal that they exhibit a variety of interesting ordering 

behaviors and morphologies that can be modulated through rotor design parameters. The rotor 

arrays exhibit diverse patterns including closed loops, radiating loops, and bricklayer structures 

in their ordered states. They exhibit specific heat peaks at very low temperatures for small system 

sizes, and some systems exhibit multiple order-disorder transitions depending on inter-rotor 

interaction design. We devise an energy-based order parameter and show via umbrella sampling 

and histogram reweighting that this order parameter captures well the order-disorder transitions 

occurring in these systems. We fabricate real DNA origami rotors which themselves can order via 

programmable DNA base-pairing interactions and demonstrate both ordered and disordered 

phases, illustrating how rotor lattices may be realized experimentally and used for responsive 

organization. This work establishes the feasibility of realizing structural nanomaterials that exhibit 

locally mediated microscale patterns which could have applications in sensing and precision 

surface patterning.
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1. INTRODUCTION
The Ising model1 has long served as a valuable pedagogical device for describing order-disorder 

transitions. This model, originally developed to explain ferromagnetism, treats magnetic spins as 

one of two states: spin up or spin down, where it is energetically favorable for neighboring spins 

to be pointing in the same direction. In a one-dimensional lattice of spins, the enthalpic cost of 

disorder becomes negligible in the thermodynamic limit , so the system will be disordered 𝑁→∞

at any temperature . However, in dimensions two or higher this enthalpic penalty to disorder 𝑇 > 0

becomes non-negligible, which gives rise to a first-order phase transition between an ordered and 

a disordered state at finite temperatures. This model enables many features of phase transitions 

to be captured, including spinodal and binodal decomposition as well as divergent magnetic 

susceptibility and correlation length. Furthermore, other transition types such as gas-liquid 

transitions2 and mixing-demixing transitions3 are also directly mappable to the Ising model, 

making it useful for studying real physical systems in addition to hypothetical ones.

Order-disorder transitions may be broadly classified into two categories: those that involve 

translational motion of the system constituents, either between phases of different densities (e.g., 

in gas-liquid transitions) or local compositions (e.g., in mixing-demixing transitions), and those 

that involve only local rotational order and whose phase transitions incur no change in density or 

composition (e.g., magnetic spins). Translation-based phase transitions are ubiquitous both in 

nature and in engineering systems, where they have been harnessed for numerous applications. 

For instance, in metallurgy, specific thermal annealing procedures can yield distinct phases of 

steel which have drastically different mechanical properties, a phenomenon that has been 

exploited for thousands of years.4 However, to the best of our knowledge, orientation-based 

constant density phase transitions have not been exploited in rationally designed nanomaterial 

systems. 

DNA origami5 provides an opportunity to realize such a system using local interactions 

between neighboring structures to induce large-scale control over ordering as is seen in magnetic 

systems. DNA origami is a technique for rationally designing nanostructures using DNA as a 

building material. This allows DNA to be used as a building block for constructing arbitrary, yet 

precise, shapes and patterns. Many dynamic devices have been made from DNA,6-8 including 

rotary devices,9-12 which allows one to imagine the construction of an array of nanomechanical 

rotors which could exhibit neighbor interactions which may drive constant density phase 

transitions fundamentally similar to those in conventional spin lattices. Importantly, at the length 

scales of DNA origami, thermal fluctuations still play a key role in organizational behavior, and 
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order-disorder transitions may still be directly observable using standard imaging techniques such 

as transmission electron microscopy (TEM) or atomic force microscopy (AFM).

Here, we introduce a new class of self-organizing lattice systems that we call “rotor lattices” 

(distinct from another lattice model of the same name13) which exhibits unique behavior such as 

low transition temperatures and multiple order-disorder transitions and can be realized as physical 

2D arrays of DNA origami rotors using base pairing interactions between complementary single-

stranded oligonucleotides (sticky ends)14-16 or unstacked bases at the ends of DNA helices (blunt 

ends)17-21 to mediate their organization. These rotor lattices are motivated by phase transitions of 

water where the geometric nature of neighbor interactions between molecules dictates their 

transition behavior and ordering in liquid and solid phases.22 2D lattices of rotors should be simple 

to image and provide a 2D model system which could eventually inform the organization of 3D 

systems. Rotary elements can only form a finite number of bonds, which can give rise to behaviors 

such as termination and the formation of switchable shapes and patterns that can be toggled 

between their phases by modulating the interaction strength. We use Monte Carlo simulations to 

predict the unique organizational behavior of these rotor lattices, and then demonstrate how DNA 

origami may be used to actualize such a system by designing small arrays of DNA rotors which 

exhibit nearest-neighbor interactions through overhang base pairing. The DNA rotors are shown 

to exhibit both ordered and disordered phases, establishing the feasibility of realizing Ising-like 

structural nanomaterials.

2. RESULTS
Model Development.  The magnetic lattice models that inspired this work normally fit within the 

n-vector model23 wherein a -dimensional lattice of spins, which have their own dimensionality n, 𝑑

interact with all of their nearest neighbors. In the case of the Ising model, n = 1 and each site 

contains a 1D spin. The n = 2 case describes the XY model,24 and the n = 3 case, known as the 

Heisenberg model,25 is used to study phenomena such as ferromagnetism. The rotor lattice model 

that we describe here does not fit within the n-vector model. It instead utilizes directional 

interactions where an interacting “arm”, which protrudes from the rotor, can interact with only a 

single neighbor, contrasted by the spins’ ability to interact with all neighbors in the n-vector model 

or in variations of the Ising model such as the Potts model.26 We will show that this gives rise to 

its own class of interesting transition behaviors.
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Our rotor lattice model is described by a space-filling unit cell in any number of dimensions  𝑑

and coordination number . Each unit cell harbors a single rotor which can exhibit  orientations 𝑧 𝑝

coinciding with the directions of neighboring unit cells (in the case of 2D systems,  can equal 𝑝

Figure 1: Rotor lattice model. (a) Square lattice structure with square interactions denoted by dashed lines. 
(b) Rotor element in each unit cell. The body of the rotor is colored green, and the interaction sites are 
colored red. The interaction strength of individual arms is represented diagrammatically by the width of the 
individual arms of each rotor; wider arms are capable of interacting with a higher strength. As an example, 
the 4-1-4 rotor pictured has two opposite arms of relative strength 4 and one perpendicular arm of relative 
strength 1. (c) Energy evaluation for an example 2x2 system with and without periodic boundaries. Light-
colored rotors represent mirror images from periodic boundaries. Inter-arm interaction energies denoted in 
parentheses have already been accounted for on the opposite boundary and are not added to the 
microstate energy. (d) Interaction tensor used for describing every possible interaction between neighboring 
rotors, where si refers to the orientational state of some rotor i, j refers to the coordination site of the neighbor 
being considered, and sj refers to the orientational state of that neighbor. 
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some natural number multiple of , but in 3D systems, this becomes more complex, e.g., a 3D 𝑧

cubic rotor in a 3D cubic unit cell can exhibit 24 or more orientations). Each “face” of the rotor 

contains an interacting region (arm) that can interact with a neighboring rotor in the direction the 

arm is pointing. In this work, we will focus on the  = 2 and  =  = 4 case, i.e., a 2D square lattice 𝑑 𝑝 𝑧

with four-armed rotors (Fig. 1a). The rotors can be diagrammatically described using squares with 

colored arms sticking out in each interaction direction (Fig. 1b). Interactions within the interaction 

tensor described below are represented schematically by the color and width of the arms in each 

rotor, where color denotes interaction type and width denotes interaction strength. When 

neighboring arms are pointed toward each other, they can interact if they are of the same color 

and can exhibit interactions at the strength corresponding to the lesser of the two arm widths 

(Fig. 1c), so, a rotor can only exhibit favorable interactions with another rotor if both possess arms 

of the same color and non-zero width along their coordination direction. For example, a rotor face 

with one sticky end can interact with a rotor face with three identical sticky ends, but only one of 

those three sticky ends can hybridize and thus the energy change induced by this interaction will 

only correspond to base pairing between a single set of sticky ends. Such interaction scenarios 

could be realized experimentally in DNA origami using blunt ends or sticky ends of varying 

strength or quantity. 

Quantifying the energy of microstates of such a rotor lattice system requires the use of a 

Hamiltonian containing a 3D interaction tensor  of dimensions  which accounts for the M 𝑝 × 𝑧 × 𝑝

orientational state of the rotor, the coordination site of the rotor’s neighbor, and the orientational 

state of the neighbor:

(1)

where s is the system microstate containing the states of all rotors, N is the number of rotors in 

the device,  is the number of neighbors that each device has (coordination number), si is the 𝑧

orientational state of one device, j is the site location of the neighbor being compared, and sj is 

the orientational state of that neighbor. In Fig. 1d, we provide an example of an interaction tensor 

corresponding to the rotor design shown in the figure, where all interaction strengths are specified 

in units of , the energy scale of the system. Interaction tensors for all other rotors in this study 𝜖

can be found in the SI in Fig. S1-S5.

Standard Monte Carlo (MC) simulations can be used to investigate the ordering behavior of 

rotor lattices at equilibrium for specified reduced (dimensionless) temperature , which could 𝑘B𝑇/𝜖

𝐻(s) =
1
2

𝑁

∑
𝑖 = 1

𝑧

∑
𝑗 = 1

Ms𝑖 , 𝑗, s𝑗
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be tuned in the real system by varying the actual temperature or the environmental conditions 

such as salt concentration or pH that modulate . We employed a single MC move type consisting 𝜖

of random rotations to one of the other  orientations of randomly selected rotors (from  𝑝 ― 1 𝑁

rotors) with the standard Metropolis acceptance criterion27:

(2)

where  is the change in the lattice energy described by Eq. 1 and  is the Boltzmann constant. ∆𝐻 𝑘B

We found that this single move type was sufficient to adequately sample the microstates of the 

rotor lattice for the range of temperatures used in this work. 

Using this simulation scheme, we studied the ordering behavior of six distinct rotor designs, 

including two that exhibit Ising-like behavior in 1D and 2D (Fig. 2 and Fig. S6):

 L-shaped rotor contains two arms each of interaction strength  located at a 90o angle ―𝜖

to each other

 Chiral rotor has the same arm locations as the L-shaped rotor but with one arm’s strength 

double relative to the other, that is, arms of strengths  and ―𝜖 ―2𝜖

 2-2-2-1 rotor containing three stronger arms of strength  and a single weak arm of ―2𝜖

relative strength ―𝜖

 4-1-4 rotor contains two opposite stronger arms of relative strength  and a single weak ―4𝜖

arm of relative strength  ―𝜖

 2D Ising-like rotor contains two different types of arms that interact favorably with arms of 

their type (with energy ) and unfavorably with arms of the other type (with energy )―𝜖 +𝜖

 Quasi-1D Ising rotor contains two arms on opposite faces of interaction strength  ―𝜖

In each case, we examined 2D square lattices of rotors of size 10x10, with and without periodic 

boundary conditions (PBCs).

𝑃acc = { 1
 𝑒 ―∆𝐻/(𝑘B𝑇)

       ∆𝐻 < 0
else
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Order-Disorder Transitions of Rotor Lattices. Phase transitions are usually characterized by 
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a peak in specific heat at some temperature. The reason this occurs is that the average microstate 

energy of the disordered phase is significantly higher than the average microstate energy of the 

ordered one; the specific heat peak arises because the system is able to transition back and forth 

between relatively ordered and relatively disordered states as the energy barrier between two 

states disappears at this transition (critical) temperature, denoted by Tc. Therefore, we carried out 

MC simulations for each of the six rotor designs introduced earlier and the specific heat was 

determined from the energy fluctuations:

Figure 2: Specific heat behavior of non-canonical spin systems and some representative examples of array 
microstates: (a) L-shaped rotor. (b) Chiral rotor. (c) 2-2-2-1 rotor. (d) 4-1-4 rotor. (e) Ising-like rotor.
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(3)

where  denotes an ensemble average. By plotting cv as a function of T, we can then use local 〈 ∙ 〉

maxima in specific heat to identify order-disorder transitions. 

Figure 2 shows the heat capacity curves for several of the studied rotor systems. All systems 

show a peak in the specific heat when using periodic boundary conditions, indicating that they all 

exhibit order-disorder transitions, though the number of such transitions and the transition 

temperature varies across the six rotor designs. Specifically, the L-shaped, chiral, 2-2-2-1, and 

quasi-1D rotors exhibit peaks at low temperatures ( ), significantly lower than those 𝑘B𝑇/𝜖 < 1

expected from first-order phase transitions associated with the Ising lattice (Fig. 2a-c and 
Fig. S7); the 2-2-2-1 rotor with very small differences between all interactions exhibits an 

especially low transition temperature of . The 2D Ising-like rotor (Fig. 2e), as expected, 𝑘B𝑇/𝜖 ≈ 0.1

exhibits a peak at the same temperature as the classic 2D Ising lattice ( ). Lastly, 𝑘B𝑇/𝜖 ≈ 2.269

and most intriguingly, the 4-1-4 rotor exhibits two peaks, one at a very low temperature, akin to 

those of the L-shaped and chiral rotors, and another at a much higher temperature which is 

coincidentally closer to the Tc of the classic 2D Ising lattice (Fig. 2d). 

All non-Ising rotor designs form interesting morphologies at low temperatures in the ordered 

phase. For example, the L-shaped rotor tends to form arrays of closed loops (Fig. 2a). Increasing 

the strength of interactions on one arm to form the chiral rotor leads to the formation of chiral 

zigzags or radiating loops (Fig. 2b). The 2-2-2-1 rotor forms a brick wall structure from the three 

stronger arms’ interactions (Fig. 2c). The 4-1-4 rotor (Fig. 2d) tends to form an alternating ladder-

like morphology at very low temperatures, while at intermediate temperatures, the “rungs” of this 

morphology will tend to dissociate while the stronger interactions will remain intact. At the highest 

temperatures, all order is lost. Such systems thus exhibit three distinct morphologies; 

correspondingly, this design exhibits multiple peaks in the specific heat curve. 

The critical temperature of each order-disorder transition can be qualitatively explained by the 

enthalpic difference between ordered and disordered phases. For each design, the ordered 

energy  is equal to that of the ground state, which may be directly enumerated or can be 〈𝐸𝑇→0〉

computed using MC simulations. With PBCs, the disordered energy reflects a completely random 

selection of microstates and can be shown to reduce to:

(4)

𝑐v =  
〈𝐸2〉 ― 〈𝐸〉2

𝑁𝑘B𝑇2

〈𝐸𝑇→∞〉 =
𝑁

2𝑝2∑
𝑖,𝑗,𝑘

𝑀𝑖,𝑗,𝑘
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where  is the average microstate energy as temperature approaches infinity. The Ising 〈𝐸𝑇→∞〉

lattice has an energy difference between ordered and disordered states of  per unit and a ―2𝜖

transition temperature . The L-shaped rotor has an energy difference between 𝑘B𝑇/𝜖 ≈ 2.269

ordered and disordered states of  per unit and a transition temperature that is ―0.5𝜖

correspondingly much smaller,  . The 2-2-2-1 rotor has an even smaller energy 𝑘B𝑇/𝜖 ≈ 0.25

difference between ordered and disordered states of  and a correspondingly even ―0.375𝜖

smaller transition temperature . Assuming that the intermediate phase of the 4-1-4 𝑘B𝑇/𝜖 ≈ 0.1

rotor retains strong bond order but destroys weak bond order, this system has an energy 

difference between the lowest temperature and intermediate temperature phases of  per ―0.5𝜖

unit and correspondingly has a similar first transition temperature to the L-shaped system, while 

the difference between intermediate and disordered phases is , yielding a much higher ―1.375𝜖

transition temperature than the other systems, except for the Ising lattice. It is noted that the lack 

of perfectly linear scaling between transition temperature and the energy difference between 

Figure 3: Free energy minimizing order parameters as a function of reduced temperature for four different 
rotor designs: (a) 4-1-4 rotor, (b) Ising rotor, (c) quasi-1D Ising rotor, and (d) L-shaped rotor. All sampling 
was performed for 10x10 lattices using PBCs. Approximate locations of the inflection points are shown 
with red arrowheads.
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ordered and disordered states likely arises from multiple factors including entropy and the 

cooperative nature of these geometric bonds, i.e., the ability of bonds to form connected chains.

Also of interest in these systems is the dependence of the height of the specific heat peaks 

on the presence or absence of PBCs. All systems experience higher specific heat peaks without 

PBCs resulting from greater fluctuations due to edge effects (see Fig. S7).

Order Parameters. In contrast to magnetic systems which can easily be described by average 

magnetization, there is no simple analogous quantity for characterizing order in spins with four 

orientational states. Since the microstate energy is a function of system configuration and number 

of bonds, we elect to use a microstate energy-based order parameter to describe order-disorder 

transitions:

(5)

This equation ensures that the order parameter is 1 at zero temperature where the system resides 

in the lowest energy microstate, and the order parameter is 0 as temperature approaches infinity 

where there is effectively no bias toward any microstate. Figures S8 and S9 demonstrate that 

this order parameter describes order-disorder transitions as well as the magnetization parameter 

in the case of the Ising lattice, suggesting that an energy-based order parameter may also be 

sufficient for describing order-disorder transitions in other rotor systems.

To obtain the instantaneous order parameter  for any microstate using Eq. 5, we need to first 𝜒

obtain the two limits  and . At low temperatures, most systems have a trivial ground 〈𝐸𝑇→0〉 〈𝐸𝑇→∞〉

state and  can be readily enumerated from this state. Where systems do not have a trivial 〈𝐸𝑇→0〉

ground state,  can be computed using MC simulations. At high temperatures,  may 〈𝐸𝑇→0〉 〈𝐸𝑇→∞〉

be analytically obtained using Eq. 4. To characterize the ordering behavior of rotor lattices as a 

function of temperature, we conducted umbrella sampling28 MC simulations on four different 

10x10 rotor designs using  as a reaction coordinate. Using weighted histogram analysis, we then 𝜒

determined the free energy of the system as a function of The value of  corresponding to the 𝜒. 𝜒

lowest free energy at any temperature, , provides the most representative value of order at a 𝜒min

given temperature. 

Figure 3 shows these obtained values of  as function of reduced temperature  for 𝜒min 𝑘B𝑇/𝜖

four of our rotor designs as a way of characterizing their ordering behavior. We found that the L-

shaped, quasi-1D Ising, and Ising-like systems exhibit a single inflection point approximately 

coinciding with the temperature of their specific heat peak (Fig. 3b-d), while the 4-1-4 design 

𝜒 =
〈𝐸𝑇→∞〉 ― 𝐸𝑇 

〈𝐸𝑇→∞〉 ― 〈𝐸𝑇→0〉
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exhibits three inflection points corresponding to its two peaks in specific heat (Fig. 3a). These 

results indicate that this order parameter is reasonably capturing the order-disorder transition 

behavior of this system. The more gradual slope of the 4-1-4 rotor design is also consistent with 

its broader specific heat peak compared to the other rotor designs.

To investigate the role of specific arms in order-disorder transitions, especially those with 

multiple order-disorder transitions, we can additionally assign a single order parameter  to each 𝜓

arm of a rotor design:

(6)

where  is the binding energy associated with a particular arm of the unit cell. This discretizes 𝐸arm

the order parameter into distinct components that help identify anisotropy and the specific sites 

involved in order-disorder transitions.

In the case of the Ising-like system, all four arms lose order simultaneously (Fig. 4b); the same 

is true of the L-shaped and quasi-1D Ising rotor designs (Fig. 4c-d). However, the “4-1-4” design 

loses order in the weak arm first and then the stronger arms at a higher temperature (Fig. 4a). 

Also interesting about this design is that the weak arms are less ordered in the intermediate state 

than in the fully disordered state, yielding a negative order parameter. This is due to the 

𝜓arm =
〈𝐸arm,𝑇→∞〉 ― 〈𝐸arm,𝑇〉

〈𝐸arm,𝑇→∞〉 ― 〈𝐸arm,𝑇→0〉

Figure 4: Arm-specific order parameters as a function of reduced temperature for: (a) 4-1-4 rotor, (b) Ising 
rotor, (c) quasi-1D Ising rotor, and (d) L-shaped rotor.
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persistence of the stronger bonds leaving the smaller ones in unfavorable configurations, while at 

higher temperatures, the small arm has the opportunity to bond with any of the three rotor arms,

yielding an order parameter approaching zero. This corroborates our observation of three distinct 

phases for this system and emphasizes the role of individual arm order in its transitions. 

Experimental design of rotor arrays. To demonstrate the feasibility of experimentally realizing 

rotor arrays, we designed and fabricated DNA origami nanostructure (DON) designs with rotary 

elements coupled to a fixed base platform capable of self-assembling into arrays (Fig. S19).

These structures were designed using the MagicDNA design software package.29 DNA origami 

structural units were designed to contain two L-shaped rotor elements each to enable a simpler 

assembly of 2x2 arrays. We used hierarchical assembly protocols30 to form the two-rotor unit into 

2x2 L-shaped rotor arrays. The two-rotor structural units were folded from two orthogonal 

sequence scaffolds in a single-pot folding reaction. We first tested folding over a broad range of 

magnesium concentrations (Fig. S10). Based on this initial screen, we chose to use 14 mM MgCl2 

Figure 5: Design, simulation, and fabrication of a small rotor array. (a) Schematics depicting fabrication of 
double-rotor monomers whose dimerization leads to 2x2 rotor arrays. TEM imaging of: (b) single monomer, 
(c) 2x2 array displaying a disordered morphology, and (d) 2x2 array displaying an ordered morphology. (e) 
oxDNA molecular dynamics simulations of an ordered 2x2 array. (f) States of the rotor lattice model 
corresponding to the shown experimental results in c, d, and e. (g) Binding scheme of the rotor-rotor 
interactions. Scale bar: 100 nm.
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to fold the two-rotor units. TEM imaging of gel-purified structures revealed that they were well-

folded, containing two randomly oriented rotors in the absence of specific inter-rotor binding 

interactions (Fig.5b, Fig. S11). To form the 2x2 array, we folded two separate versions of the two-

rotor unit, each version being passivated on one side, either left or right, of the base platform with 

poly-T overhangs and with unpaired scaffold strand on the other side, allowing for selective higher 

order assembly only on one side leading to dimer formation. After removal of excess staple 

strands, dimerization was carried out by the addition of staple strands connecting unpaired 

scaffold domains of the base platform. Gel electrophoresis revealed the dimerization reaction led 

to one major population (Fig. S12), and TEM imaging of these 2x2 L-shaped rotor arrays 

confirmed the formation of precisely designed objects with four randomly oriented rotor elements 

(Fig. 5c, Figs. S13 and S14). Lastly, introduction of additional DNA strands that bind to rotor 

arms leaving overhangs capable base-pairing across rotor arms led to formation of the ordered 

square loops of 4 rotors (Fig. 5d-e, Fig. S15, S16, S18). In some cases, formation of individual 

dsDNA domains between the rotary elements can be visualized, further indicating the interaction 

between the overhangs (Fig. S17). These results establish that interacting arrays of DNA rotors 

can be feasibly constructed, serving as evidence that rotor arrays exhibiting real order-disorder 

transitions may be realizable.

3. DISCUSSION
This work introduces a new lattice model composed of fixed rotary units that can adopt a discrete 

set of orientational states and mediate directional interactions with neighboring units. We show 

via MC simulations how these features cause such lattices to exhibit unique order-disorder 

transition behavior (low transition temperatures and multi-transitions) and captivating ordered 

morphologies (closed loops, radiating loops, and ladder-like patterns). Although it does not appear 

that these devices explicitly exhibit conventional second order phase transitions, similarly to the 

XY model, these systems may require more complicated analysis for the potential existence of 

phenomena analogous to the vortex transitions described by Kosterlitz and Thouless.24 

Regardless, a vast design space of rotors remains to be considered. It is possible that some 

systems, especially those on different lattices such as a Kagome lattice or 3D cubic lattice, could 

exhibit even more complex and interesting behavior. In addition, while we have studied smaller 

systems out of experimental interest, system size effects could be significant and warrant further 

study. Further, it may be worth modifying this model to address a continuum of rotational 

orientations as opposed to a set of discrete rotational states as we have done here. Finally, 

Page 15 of 22 Nanoscale



16

implementing multiple types of rotors together in an alternating 2D pattern is experimentally 

viable; alternating rotor patterns could provide additional interesting morphological behavior.

Crucially, these rotor lattices can be experimentally realized using DNA origami, as we 

demonstrate for the case of the L-shaped rotors. While we focused on proof-of-concept for 

feasibility, this experimental work sets the stage for creating larger scale and more diverse sets 

of rotor lattices whose spatiotemporal ordering behavior can be measured using both modern 

imaging and fluorescence techniques. The versatility of individual rotor designs could be 

enhanced using toehold mediated strand displacement31 to add and remove overhangs in situ. 

This would effectively modify the rotor interaction tensor of an already-fabricated rotor array; the 

morphology of existing arrays can potentially be readily switched between the interesting phases 

that we observed in this study and perhaps more. It is worth noting that the experimental 

implementation of this system does not correspond perfectly to the presented model, especially 

when considering neighbor interactions mediated by sticky ends. This rotor lattice model will likely 

produce the correct qualitative behavior but will not reproduce exact quantitative transition values 

or specific heat values for real DNA origami. This may be addressed in the future by addition of 

continuous rotational states, and temperature- and angle-dependent hybridization enthalpy32 in 

the rotor lattice model, additions that must ultimately be evaluated on a case-by-case basis 

corresponding to the experimental design. This modeling may also be conducted using Brownian 

dynamics with hydrodynamic coupling to reveal the correlated rotational dynamics exhibited by 

neighboring rotors during the order-disorder transition.

While static lattices assembled from DNA origami constituents are not new and have been 

well-explored,33-39 no dynamic structure consisting of independent dynamic components has been 

created using this lattice arrangement. Hierarchical lattices offer the major advantage of enabling 

the production of much larger devices than are possible with the use of a single DNA origami 

scaffold. Here we have exploited hierarchical assembly in a dynamic lattice system which may 

eventually achieve characteristic length scales of several µm while remaining dynamic and 

exhibiting switchable organization over the entire surface. The rotor lattices introduced here could 

find future applications in sensing, where local changes in salt or other environmental conditions 

may be detected on surfaces by local regions of order in large-scale DNA rotor systems using 

fluorescence or plasmonics. These ordering systems could also be useful for templating inorganic 

materials in the observed patterns, where such inorganic molecules could be functionalized onto 

the rotors and subsequently mineralized into robust fixed inorganic surfaces. Rotor lattices could 

also find use in a pedagogical setting, where basic and accessible imaging like TEM could be 

used to showcase order-disorder phase transitions to students in a theoretically justified system. 
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Finally, rotor lattices could hypothetically function in a role similar to that of quantum computing40: 

just as quantum computing may be especially useful for solving problem classes whose 

mathematics are fundamentally similar to the physical behavior of the qubits used to solve them 

(e.g., ab initio electronic structure calculations), these rotor lattices could potentially be used to 

simulate phase transitions or other mathematical problems involving emergent phenomena from 

nearest-neighbor interactions. Furthermore, electrical actuation of large-scale DNA rotor systems 

can lead towards applications like cargo transport.41

4. CONCLUSION
We developed a model for DNA-based nanoscale rotors which exhibit short-range interactions 

that can be used to induce large-scale ordering, and which can be switched between ordered and 

disordered states by modulation of the interaction strength or temperature. This study has 

elucidated several of the features and achievable order-disorder transitions of this class of DNA 

rotor devices, where we showed that they are capable of forming several unique morphologies, 

and individual rotor designs can form up to three different patterns each by way of order-disorder 

transitions. Finally, we constructed a physical realization of these rotors and demonstrated their 

capability to assume ordered and disordered morphologies.
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METHODS
Simulation of DNA origami rotor arrays. MC simulations were performed on custom scripts 

written in C++. A single move type was used (perturbation of a single spin). Total system energy 

was recorded periodically, and specific heat was calculated using Python scripts which can be 

found in the data package for this publication. All simulation codes can be found on GitHub.42

Umbrella sampling. To harmonically constrain this system to an order parameter ,  we modify 𝜒

the Hamiltonian to the following:

(7)

Where  is a harmonic spring constant, generally set to 10 kcal/mol unless this was found to be 𝑘𝜒

insufficient;  is the instantaneous value of  calculated based on system microstate s, and  𝜒(𝐬) 𝜒 𝜒0

is a desired value of  corresponding to the specific umbrella window. Simulations were performed 𝜒

in the range of  to  in increments of 0.03. Free energy was calculated using the 𝜒0 = 0.03 𝜒0 = 1

Grossfield group’s weighted histogram analysis method (WHAM) software.43

oxDNA simulations. The oxDNA44 model and its associated simulation package were used to 

sample the equilibrium configurational space45 of rotor structures and to identify undesired rotation 

of the rotors. Relaxation of structures was conducted with a constraint on maximum backbone 

force and with mutual traps between all paired nucleotides to relax the structure into a 

configuration that could be simulated without these constraints. Simulations were performed at a 

salt concentration of 0.5 M, equivalent to standard DNA origami fabrication conditions.  

Design and folding of DNA origami nanostructures. DNA origami nanostructures were 

designed in an iterative process using MagicDNA29 and oxDNA44. Staple strand routings were 

fine-tuned in caDNAno. The individual bundles of the DON rotor device are based on a twist-

corrected square lattice.46 The main bundles of the base-platform are designed to be shape-

complementary, allowing seamless head-to-tail multimerization. The struts between the main 

bundles and the cross-connection help to maintain the parallel orientation of the main bundles. 

Rotors are connected to the base by two stretches of 4 bases unpaired scaffold DNA, to allow full 

rotation.41 Rotors are designed to carry 0, 1 or 2 overhangs, allowing to tune the strength of 

interactions.  The rotor size allows hybridization of overhangs at the rotors’ interface. Out of plane 

rotation of the rotor is reduced by the bundle at the rotors back side.47

DNA origami nanostructures were folded by mixing all DNA components in folding buffer (5 

mM Tris, 1 mM EDTA, pH 8), supplemented with 14 mM MgCl2. Scaffold strands (p8064, 

𝐻(𝐬) =  ∑
𝑖,𝑗

Ms𝑖 , 𝑗, s𝑗 +
1
2𝑘𝜒(𝜒(𝐬) ― 𝜒0)2
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produced as previously described48 and phiX174, purchased from NEB) were used at 10 nM, 

while all staple strands were used at 60 nM. Thermal annealing was performed by gradually 

decreasing the temperature from 65 to 20 °C over 16 hours (details in Table S1). All staple strands 

were ordered as desalted products from IDT in IDTE buffer.

Dimerization reactions were performed by pooling purified structures, passivated on the left 

and right side, respectively, and adding the staple strands designed to link structures head-to-tail. 

Dimerization strands were added in 10x excess over the DNA origami concentration. Dimerization 

was performed by incubating the samples at 40 °C for 20 hours. Successful dimerization was 

confirmed by agarose gel electrophoresis.

Overhangs allowing rotor-rotor interaction were added in a final step (See Supplementary 

Note 1). The samples were then subjected to an incubation from 45 – 20 °C over 14 hours. 

Samples were then imaged without additional purification. The caDNAno design file is available 

at nanobase.org.

Atomic force microscopy (AFM). Gel purified samples were applied onto freshly cleaved mica 

(V1 mica, Ted Pella) and incubated for 3 minutes. The mica was subsequently rinsed carefully 

with ddH2O and dried using a gentle flow of air. Samples were imaged using a Bruker BioScope 

Resolve equipped with a Nanoscope V controller using the ScanAsyst in Air mode. SiN probes 

with triangular cantilevers, a nominal tip radius of 2 nm and a nominal spring constant of 0.4 N/m 

were used. Scan rates during imaging were usually around 1 Hz.

Transmission electron microscopy (TEM). Purified structures were stained using a 1% Uranyl 

acetate solution and imaged on a FEI Tecnai G2 Spirit electron microscope. Briefly, 6-8 μl of 

sample were applied on a freshly glow-discharged grid (Electron Microscopy Sciences, Hatfield, 

PA) and incubated for 5-10 minutes. The sample solution was then removed carefully with 

Whatman #4 filter paper and the grid immediately stained with two 6 μl drops of 1% Uranyl acetate 

solution. Grids were dried at least for 20 minutes before imaging.

Agarose gel electrophoresis. Agarose gel electrophoresis was performed to confirm proper 

folding of DNA origami nanostructures and to remove excess staple strands and unspecific 

aggregates. 30 μl of folded DNA origami (10 nM) were run in a 1.5% gel (1.5% agarose, 45 mM 

Tris, 45 mM boric acid, 1 mM EDTA, 11 mM MgCl2) for 120 minutes at 90 V. Gel rigs were 

submerged into an iced water bath. DNA origami samples were recovered from the gel by excising 

the target bands, which were subsequently used with Freeze ‘N Squeeze spin columns (BioRad).

Page 20 of 22Nanoscale



21

REFERENCES
1. E. Ising, Zeitschrift für Physik, 1925, 31, 253-258.
2. T. D. Lee and C. N. Yang, Physical Review, 1952, 87, 410-419.
3. D. Frenkel and A. A. Louis, Phys Rev Lett, 1992, 68, 3363-3365.
4. H. Bøckman, The Copenhagen Journal of Asian Studies, 1993, 8.
5. P. W. Rothemund, Nature, 2006, 440, 297-302.
6. M. DeLuca, Z. Shi, C. E. Castro and G. Arya, Nanoscale Horizons, 2020, 5, 182-201.
7. D. Y. Zhang and G. Seelig, Nat Chem, 2011, 3, 103-113.
8. H. Ijas, S. Nummelin, B. Shen, M. A. Kostiainen and V. Linko, Int J Mol Sci, 2018, 19.
9. P. Kosuri, B. D. Altheimer, M. Dai, P. Yin and X. Zhuang, Nature, 2019, 572, 136-140.
10. S. Lauback, K. R. Mattioli, A. E. Marras, M. Armstrong, T. P. Rudibaugh, R. Sooryakumar and C. E. Castro, Nat 

Commun, 2018, 9, 1446.
11. A. K. Pumm, W. Engelen, E. Kopperger, J. Isensee, M. Vogt, V. Kozina, M. Kube, M. N. Honemann, E. Bertosin, 

M. Langecker, R. Golestanian, F. C. Simmel and H. Dietz, Nature, 2022, 607, 492-498.
12. P. Ketterer, E. M. Willner and H. Dietz, Sci Adv, 2016, 2, e1501209.
13. G. Benettin, L. Galgani and A. Giorgilli, Nuovo Cimento Soc. Ital. Fis. B;(Italy), 1985, 89.
14. A. E. Marras, Z. Shi, M. G. Lindell, 3rd, R. A. Patton, C. M. Huang, L. Zhou, H. J. Su, G. Arya and C. E. Castro, 

ACS Nano, 2018, 12, 9484-9494.
15. S. Yang, W. Liu and R. Wang, Nanoscale, 2019, 11, 18026-18030.
16. W. Liu, H. Zhong, R. Wang and N. C. Seeman, Angew Chem Int Ed Engl, 2011, 50, 264-267.
17. S. Woo and P. W. Rothemund, Nat Commun, 2014, 5, 4889.
18. T. Gerling, K. F. Wagenbauer, A. M. Neuner and H. Dietz, Science, 2015, 347, 1446-1452.
19. N. Avakyan, J. W. Conway and H. F. Sleiman, J Am Chem Soc, 2017, 139, 12027-12034.
20. S. Woo and P. W. Rothemund, Nat Chem, 2011, 3, 620-627.
21. W. Pfeifer, P. Lill, C. Gatsogiannis and B. Sacca, ACS Nano, 2018, 12, 44-55.
22. N. Guisoni and V. B. Henriques, J Phys Chem B, 2006, 110, 17188-17194.
23. H. E. Stanley, Physical Review Letters, 1968, 20, 589-592.
24. J. M. Kosterlitz and D. J. Thouless, Journal of Physics C: Solid State Physics, 1973, 6, 1181-1203.
25. W. Heisenberg, Zeitschrift f�r Physik, 1928, 49, 619-636.
26. R. B. Potts, Mathematical Proceedings of the Cambridge Philosophical Society, 1952, 48, 106-109.
27. N. Metropolis, A. W. Rosenbluth, M. N. Rosenbluth, A. H. Teller and E. Teller, The Journal of Chemical 

Physics, 1953, 21, 1087-1092.
28. G. M. Torrie and J. P. Valleau, Journal of Computational Physics, 1977, 23, 187-199.
29. C. M. Huang, A. Kucinic, J. A. Johnson, H. J. Su and C. E. Castro, Nat Mater, 2021, 20, 1264-1271.
30. W. Pfeifer and B. Sacca, Chembiochem, 2016, 17, 1063-1080.
31. D. Y. Zhang and E. Winfree, J Am Chem Soc, 2009, 131, 17303-17314.
32. Z. Shi and G. Arya, Nucleic Acids Res, 2020, 48, 548-560.
33. W. Wang, C. Chen, S. Vecchioni, T. Zhang, C. Wu, Y. P. Ohayon, R. Sha, N. C. Seeman and B. Wei, Angewandte 

Chemie International Edition, 2021, 60, 25781-25786.
34. E. Winfree, F. Liu, L. A. Wenzler and N. C. Seeman, Nature, 1998, 394, 539-544.
35. S. Woo and P. W. Rothemund, Nature communications, 2014, 5, 4889.
36. W. Zhang, C. Jiang, X. Guo, M. M. F. A. Baig, C. Ni and S.-J. Xiao, Journal of Colloid and Interface Science, 

2022, 616, 499-508.
37. H. Yan, S. H. Park, G. Finkelstein, J. H. Reif and T. H. LaBean, science, 2003, 301, 1882-1884.
38. Y. He, Y. Chen, H. Liu, A. E. Ribbe and C. Mao, Journal of the American Chemical Society, 2005, 127, 12202-

12203.
39. Y. He, Y. Tian, A. E. Ribbe and C. Mao, Journal of the American Chemical Society, 2006, 128, 15978-15979.
40. D. Deutsch, Proceedings of the Royal Society of London. A. Mathematical and Physical Sciences, 1985, 400, 

97-117.
41. E. Kopperger, J. List, S. Madhira, F. Rothfischer, D. C. Lamb and F. C. Simmel, Science, 2018, 359, 296-301.

Page 21 of 22 Nanoscale



22

42. M. DeLuca, SpinMC: Simulation Codes for Competitive Rotor Lattice, https://github.com/marcello-
deluca/SpinMC).

43. A. Grossfield, 2002. WHAM: The Weighted Histogram Analysis Method, v.2.0.11. 
http://membrane.urmc.rochester.edu/wordpress/?page_id=12.

44. P. Sulc, F. Romano, T. E. Ouldridge, L. Rovigatti, J. P. Doye and A. A. Louis, J Chem Phys, 2012, 137, 135101.
45. Z. Shi, C. E. Castro and G. Arya, ACS Nano, 2017, 11, 4617-4630.
46. Y. Ke, S. M. Douglas, M. Liu, J. Sharma, A. Cheng, A. Leung, Y. Liu, W. M. Shih and H. Yan, J Am Chem Soc, 

2009, 131, 15903-15908.
47. A. Büchl, E. Kopperger, M. Vogt, M. Langecker, F. C. Simmel and J. List, Biophysical Journal, 2022, DOI: 

10.1016/j.bpj.2022.08.046.
48. C. E. Castro, F. Kilchherr, D. N. Kim, E. L. Shiao, T. Wauer, P. Wortmann, M. Bathe and H. Dietz, Nat Methods, 

2011, 8, 221-229.

Page 22 of 22Nanoscale

https://github.com/marcello-deluca/SpinMC
https://github.com/marcello-deluca/SpinMC
http://membrane.urmc.rochester.edu/wordpress/?page_id=12

