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Crystal structure prediction of energetic materials
and a twisted arene with Genarris and GAtor†
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Anna M. Hiszpanski, c T. Yong-Jin Han c and Noa Marom *abd

A molecular crystal structure prediction (CSP) workflow, based on the random structure generator,

Genarris, and the genetic algorithm (GA), GAtor, is applied to the energetic materials 2,4,6-trinitrobenzene-

1,3,5-triamine (TATB) and 2,4,6-trinitrobenzene-1,3-diamine (DATB), and the chiral arene,

4,5-dimethylphenanthrene. The experimental structures of all three materials are successfully generated

multiple times by both Genarris and GAtor, and ranked as the most stable structures by dispersion-

inclusive density functional theory (DFT) methods. For 4,5-dimethylphenanthrene the evolutionary niching

feature of GAtor helps find the experimental structure by penalizing the fitness of over-sampled regions

and steering the GA to an under-explored basin. For DATB, a putative structure with a sheet packing motif,

which is associated with reduced sensitivity, is found to be very close in energy to the experimental

structure and could be a viable polymorph. Principal component analysis of atom-centered symmetry

functions is used to compare the crystal structure landscapes of TATB and DATB. Genarris and GAtor

exhibit robust performance for diverse targets with varied intermolecular interactions. This work

demonstrates the potential of including CSP as a part of the energetic materials development process.

1 Introduction

Molecular crystals are a class of solids comprised of molecules
packed in a periodic lattice. Molecular crystals have a wide array
of applications including pharmaceuticals,1,2 organic
electronics,3–5 and energetic materials.6–8 Molecular crystals are
prone to exhibit polymorphism, the capability to crystallize in
multiple distinct structures.9–11 Different polymorphs may be
synthesized by a variety of experimental techniques,12,13 such as
changing the solvent and crystallization conditions,14–16 tailor-
made additives,17–19 solution shearing,20 and nanoscale
confinement.21–23

Polymorphism can profoundly influence the physical and
chemical properties, and hence the functionality of molecular
solids. For example, crystal structure may affect the
bioavailability24,25 and mechanical properties of
pharmaceuticals,26–28 the charge carrier mobility of organic

electronics,29–31 and the performance and safety of energetic
materials.7,32,33 Examples of known polymorphic energetic
materials include 1,3,5,7-tetranitro-1,3,5,7-tetrazoctane (HMX),34

1,3,5-trinitro-1,3,5-triazinane (RDX),35 1,1-diamino-2,2-
dinitroethylene (FOX-7),36 and hexanitrohexaazaisowurtzitane
(CL-20).37 In both HMX and CL-20, pressure and temperature
induced phase changes can impact safety and performance,
particularly the detonation power and sensitivity.34,37

Experimental polymorph screening may be costly and time
consuming,38,39 and in the case of energetic materials also
potentially hazardous.6,40 Computational crystal structure
prediction (CSP) techniques can aid in predicting whether or
not a molecule may exhibit polymorphism and can aid in
discovering new polymorphs with improved properties. To date,
relatively few CSP studies have been performed for energetic
materials.41–48

CSP aims to find all the possible crystal structures of a
given molecule. This challenge is embodied by the CSP blind
tests, which have tracked the progress of the field from
predicting the crystals structures of small, rigid molecules to
those with multiple conformational degrees of freedom.49–54

Pioneering methods for CSP have included grid searches,55,56

random generation,57–60 quasi-random generation,61,62

simulated annealing,63 and evolutionary algorithms.64–68

Molecular crystal structure prediction is challenging because
it requires searching a high-dimensional configuration space
with high accuracy. The high dimensionality is caused by
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multiple independent degrees of freedom, including the unit
cell lattice parameters and angles, the center of mass
positions and orientations of the molecules in the
asymmetric unit, and in some cases molecular
conformational degrees of freedom. Typical energy
differences between polymorphs are within 4–7 kJ mol−1.10,69

Modern quantum mechanical simulations based on
dispersion-inclusive density functional theory (DFT) are
capable of delivering the required level of accuracy.70–73

However, these simulations have a high computational cost.
Therefore, crystal structure prediction requires efficient
search algorithms that can converge to the solution with a
minimal number of high-cost samples.

To perform CSP, we have developed the GAtor genetic
algorithm (GA) code67,68 and its associated random structure
generator, Genarris.58,59 GAs are a versatile class of
optimization algorithms inspired by the evolutionary
principle of survival of the fittest.74–77 GAs are well suited for
molecular crystal structure prediction because they are
capable of handling complex, multidimensional search
spaces. A GA starts from an initial population of structures.
The property being optimized is mapped onto a fitness
function and structures with higher fitness are assigned a
higher probability of selection for mating. Offspring are
generated by crossover operators, which combine the
structural genes of two parent structures, or mutation
operators, which alter selected genes of a single parent.
Repeating the cycle of fitness evaluation, selection, and
mating propagates structural features associated with high
fitness. This continues to convergence, i.e., until no new
structures with high fitness are found in many GA cycles.
Typically, for the goal of structure prediction, the property
being optimized is the total energy. GAs have been used
extensively and successfully for structure prediction of
inorganic crystals77–83 and molecular crystals.64–68

GAtor has several special features.67 GAtor offers the user
a menu of GA options, including two selection schemes
(roulette wheel and tournament), two crossover schemes
(standard and symmetric), and several mutations. GAtor's
breeding operators have been tailored specifically for
molecular crystals. They provide a balance between
exploration and exploitation by preserving or breaking space
group symmetries. GAtor achieves massive parallelization by
spawning several GA replicas that run in parallel, only
interacting via a shared population of structures, thus
eliminating the traditional concept of GA generations. The
selection and mating of parent structures from the common
population and subsequent local optimization of offspring
require no communication between replicas. Processor idle
time is avoided by immediately launching a new cycle
without waiting for other GA instances to finish. Thus, linear
scaling with the number of replicas is achieved, enabling
effective utilization of high-performance computing
resources. In addition to the energy-based fitness function,
GAtor enables multimodal optimization by evolutionary
niching, which enhances exploration of under-sampled low-

energy regions of the potential energy surface.68 The
evolutionary niching feature uses the affinity propagation
(AP)84 machine learning algorithm to cluster the
population based on structural similarity with respect to a
radial symmetry function (RSF) descriptor calculated for
each crystal structure.85 The niching fitness function is
defined to be inversely proportional to the number of
members in each cluster. This increases the probability for
selection of distinct crystal structures to help overcome
initial pool biases and selection biases, known as
evolutionary drift.

To seed the GA, an initial population is generated using
Genarris.58,59 Genarris generates random structures with a
distribution around a given volume in all space groups
compatible with the requested number of molecules per unit
cell and the molecular point group symmetry, including
space groups with molecules occupying special Wyckoff
positions. Once a structure is generated, a three-stage
hierarchical structure check procedure detects if any
distances between atoms of different molecules are too close
to be physically reasonable. Structure generation continues
until a user-defined number of structures is reached. The
resulting structures consist the “raw” pool. Down-selection
from the raw pool may be performed by executing user-
defined sequences of clustering and selection steps based on
energy and/or diversity considerations. To cluster the
population by structural similarity, Genarris uses the affinity
propagation machine learning algorithm with the RSF
descriptor. MPI-based parallelization facilitates the seamless
sequential execution of user-defined workflows that integrate
machine learning with electronic structure calculations.

Previously, we have demonstrated the ability of GAtor and
Genarris to produce the crystal structures of several past
blind test targets in the small rigid molecule category.67,68

Genarris 2.0 has been further tested successfully for benzene
and glycine.59 These previous examples possess a variety of
common intermolecular interactions including hydrogen
bonds, halogen bonds, and π–π interactions. However, GAtor
and Genarris have not been tested yet for energetic materials,
which are characterized by distinct nitro group interactions,
and pack in particularly dense crystal structures. Therefore,
we have chosen two energetic targets, shown in Fig. 1. 2,4,6-
Trinitrobenzene-1,3,5-triamine (TATB) and 2,4,6-
trinitrobenzene-1,3-diamine (DATB) are two well-known,

Fig. 1 CSP targets: From left to right, 2,4,6-trinitrobenzene-1,3,5-
triamine (TATB), 2,4,6-trinitrobenzene-1,3-diamine (DATB), and
4,5-dimethylphenanthrene.
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highly insensitive explosives with a similar chemical
composition.86–88 Despite this, TATB and DATB pack in
completely different motifs. TATB packs in a β-sheet,
whereas DATB packs in a herringbone structure. The
increased stability of TATB has been attributed to its
packing motif. This has attracted interest in the possibility
of discovering and synthesizing a β-sheet polymorph of
DATB.32,89

As an additional target, 4,5-dimethylphenanthrene, a
polycyclic aromatic hydrocarbon (PAH) with inherent
chirality due its twisted backbone, has been chosen. PAHs
are commonly used in organic electronic and photovoltaic
devices thanks to their electronic and optical properties.90–92

Their crystal structures are characterized by π–π

interactions. Planar PAHs often form structures with layered
or herringbone packing motifs characterized by
intermolecular π–π interactions, similar to those of TATB
and DATB.93–95 The twisted backbone of
4,5-dimethylphenanthrene makes it more difficult to pack
than planar PAHs. The steric hindrance created by the two
methyl groups in the 4,5 positions not only causes the twist
in the backbone but may also cause strain.96 Strained ring
compounds, are of interest to the field of energetic
materials due to predicted high heats of formation.93,97

Furthermore, stereochemistry and regioselectivity may have
a critical role in the future development of EMs. For
example, regiochemistry can significantly impact the
sensitivity of an EM.98–100

For all three materials, GAtor and Genarris successfully
produce the known crystal structure multiple times,
demonstrating robust performance for diverse targets. For
4,5-dimethylphenanthrene the evolutionary niching feature
of GAtor helps find the experimental structure by steering
the GA to an under-explored basin. For DATB, a putative
structure with a sheet packing motif, which is associated
with reduced sensitivity, is found to be very close in energy
to the experimental structure and could be a viable
polymorph.

An active area of development in the analysis of CSP
results is the construction of structure–property landscapes
as a means of representing the potential energy surfaces
(PES) of molecular crystals.101–103 This can aid in the
identification of optimal packing arrangements that correlate
with both stable lattice energies and specific target
properties. These methods have seen recent advances thanks
to the incorporation of high-dimensional descriptors of
molecular packing in the solid phase. Such descriptors
include radial and angular symmetry functions,85 the smooth
overlap of atomic positions,104,105 and the many-body tensor
representation.106,107 In this work, representations of the
potential energy landscapes of TATB and DATB are computed
using principal component analysis (PCA) of RSF descriptors.
This approach reveals that the experimentally known
polymorph of DATB lies in a narrow energy basin, which
makes it more difficult to locate by CSP methods compared
to TATB. In addition, it is observed that due to the lack of a

third amine group, nitro group interactions become more
important for low energy crystal structures of DATB as
compared to TATB.

2 Methods
2.1 Computational details

For energy evaluation and geometry relaxation, GAtor and
Genarris are interfaced with the electronic structure code
FHI-aims.108 All DFT calculations performed within GAtor
and Genarris used the Perdew, Burke, and Ernzerhof (PBE)109

generalized gradient approximation paired with the
Tkatchenko–Scheffler (TS) pairwise dispersion method.110 For
these calculations, lower-level numerical settings were used,
which correspond to the light species default settings, with
light integration grids and the tier 1 basis sets. A 3 × 3 × 3
k-point grid was used to sample the Brillouin zone. No
constraints were applied during local optimization in both
Genarris and GAtor, such that unit cell parameters and space
group symmetry were allowed to change during geometry
relaxation.

For each target, Genarris runs were conducted with
different values of sr. The parameter sr controls the
minimum intermolecular distance that is allowed
between atoms of different molecules in the crystal.58,59

All crystal structures generated by Genarris adhere to the
equation:

dij < sr (ri + rj) (1)

where dij is the distance between any two atoms of
different molecules and ri and rj are the van der Waals
radii of atoms i and j. In addition, special distance settings
have been implemented for strong hydrogen bonds.59 For
the energetic materials, which are denser than typical
molecular crystals,111 smaller sr values of 0.65 and 0.75
were used along with a more typical value of 0.85. For each
value of sr, a “raw” pool of 5000 crystal structures was
generated. The “Robust” workflow59 of Genarris was used
to down-select the raw pool. First, AP clustering was
performed with the target number of clusters set to 10% of
the raw pool and the exemplar of each cluster was selected
based on diversity considerations. Second, single point
energy evaluation was performed for the exemplars using
dispersion-corrected DFT. Then AP clustering was
performed again with the target number of clusters set to
10% of the population and the lowest energy structure in
each cluster was selected. Finally, full unit cell relaxation
was performed for the remaining structures using
dispersion-inclusive DFT. This produced a diverse pool of
low energy structures for GAtor.

Our recommended best practice is to run GAtor several
times with different GA settings, collect the structures found
in all runs, remove duplicates, and perform hierarchical
reranking using increasingly accurate DFT methods.67 It has
been shown that the choice of DFT functional and dispersion
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method can significantly affect the stability ranking of
putative crystal structures.72,73,112 Therefore, post-processing
is a crucial step of the CSP workflow. For each CSP target, the
top 25% of structures produced in all GA runs were rerelaxed
and reranked using PBE + TS with higher-level numerical
settings, which correspond to the tight species default
settings and the tier 2 basis sets. Rerelaxation with higher-
level numerical settings may cause some structures to relax to
the same local minimum. Therefore, duplicates were detected
and removed again at this point. Subsequently, the structures
were rerelaxed and reranked using PBE paired with the
many-body dispersion (MBD) method113,114 and higher-level
numerical settings. Following another round of duplicate
removal, final reranking was performed for the remaining
structures. Single point energy evaluations were performed
using the PBE-based hybrid functional (PBE0)115 paired with
the MBD dispersion method and higher-level numerical
settings. PBE0 + MBD has been shown to provide sufficient
accuracy for polymorph ranking.70–73

To identify the most important intermolecular interactions
in a given molecular crystal, we have previously developed a
method for evaluating the interaction energies of 1D and 2D
periodic intermolecular interaction networks.116 Nearest
neighbor interactions in the crystal structure are used to
construct periodic molecular chains. A unit cell is
constructed around each interaction such that the lattice
vector(s) in the direction(s) of the interaction are the same as
in the bulk crystal and a vacuum of 40 Å is added in the
other lattice vector direction(s) in order to isolate specific
intermolecular interactions. The k-point grid was defined
such that in the direction(s) of the interactions the number
of k-points was the nearest integer to 24 divided by the lattice
vector length(s). In the direction(s) of vacuum 1 k-point was
used. The interaction energy, IE, was calculated using PBE0 +
MBD with higher level numerical settings as follows:

IE = ENetwork − Z × EMolecule (2)

where ENetwork is the total energy of the simulation unit cell
containing the 1D or 2D intermolecular interaction network,
Z is the number of molecules in the unit cell, and EMolecule is
the total energy of an isolated molecule extracted from the
crystal structure.116

2.2 Principal component analysis

Principal component analysis (PCA) of radial symmetry
function (RSF) descriptors was used to construct a two-
dimensional landscape of TATB and DATB crystal structures
in order to identify correlations between their lattice energy
and crystal packing. The RSF descriptors were calculated for
each relaxed crystal structure produced by GAtor using a
cutoff radius of 8 Å. Twelve evenly spaced radial symmetry
functions were used for every pairwise combination of
elements, centered between 1 Å and 8 Å. The RSF descriptors
for each atom in the unit cell were averaged to produced a

single real-valued vector describing the average atomic
environment of each crystal structure.

PCA was used to project the high-dimensional RSF
descriptors to two dimensions in order to easily visualize the
crystal structure landscape. PCA provides the optimal linear
compression of a high-dimensional data matrix to a desired
lower dimension, n.117 The principal components are found
by calculating the first n eigenvectors that have the largest
eigenvalues from the entire data matrix. The projection of
each data point to the desired lower dimension is calculated
by taking the dot product of the data entry with each
eigenvector. The principal components of the RSF descriptors
for the TATB and DATB crystal structures were calculated in
Python using Sklearn.142 The landscape of the DATB and
TATB crystal structures was then correlated with the relative
stability, the density, and the frequency of specific
intermolecular interactions.

3 Results and discussion
3.1 TATB

TATB packs in a β-sheet motif with 2 molecules per unit cell
in space group P1̄,118,119 illustrated in Fig. 2a. The
insensitivity of TATB has been ascribed to this packing motif
and to the 2D network of hydrogen bonds within the planar
sheets.120,121 The experimental structure of TATB is relatively
easy to generate using our CSP workflow. As shown in the
following, both Genarris and GAtor successfully generate it
multiple times with different settings and it is consistently
ranked as the most stable.

Three Genarris runs were performed for TATB, generating
5000 structures each with sr values of 0.65, 0.75, and 0.85.

Fig. 2 Packing motifs of TATB and DATB. (a) The β-sheet packing of
the experimental structure of TATB. (b) The herringbone packing of the
experimental structure of DATB. (c) The β-sheet packing of the
putative polymorph of DATB. (d) Crystal packing of the most dense
putative polymorph of DATB. The a, b, and c crystal axes are shown in
red, green, and blue, respectively. Nearest neighbor interactions are
drawn in light blue for the sheet structures of TATB and the DATB.
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The mean generated unit cell volume was set to 425 Å3 and
the standard deviation was set to 32 Å3. In each run, the raw
pool was down-selected using the Robust workflow59 to 50
final structures, which were optimized with PBE + TS and
lower-level settings. The volume and space group
distributions of the generated structures throughout the
workflow are shown in Fig. S1–S3 in the ESI.† Fig. 3 shows
the lattice parameter distributions of the final relaxed
structures obtained from the three runs. Genarris generated
the experimental structure, indicated by a green cross, using
all three sr values. The lower sr values of 0.65 and 0.75 led to
more sampling around the experimental structure than the
higher sr value of 0.85. We attribute this to the dense packing
of the experimental structure, which is more likely to be
generated with a lower sr value. The GAtor initial pool was
constructed by collecting the relaxed structures from all three
Genarris runs and then identifying and removing any
duplicates. The resulting initial pool, shown in Fig. 3d,
contained 65 unique structures. The experimental structure
was removed from the initial pool in order to assess GAtor's
ability to generate it.

Four GAtor runs were conducted for TATB. The energy-
based and niching fitness functions were used with crossover
probabilities of 25% and 75%. In all runs, the standard
crossover scheme was used initially for approximately 100 GA
cycles. When the GA was no longer producing unique low
energy structures, the crossover scheme was switched to
symmetric crossover to increase exploration. The standard

mutation scheme was used for all runs. All runs were
terminated when the average energy started to increase, as
shown in Fig. S4 in the ESI.†

Fig. 4 shows the minimum energy structure as a function
of GA iteration for all four runs, referenced to the total energy
of the global minimum structure. All four GA runs generated
the known experimental structure of TATB fairly quickly. The
runs using the energy-based fitness function generated the
experimental structure within 61 and 63 GA iterations when

Fig. 3 Lattice parameter distributions of relaxed structures of TATB
produced by Genarris runs using sr values of (a) 0.85, (b) 0.75, and (c)
0.65. (d) The combined initial pool comprising 65 unique structures.
Structures are colored according to their relative energy, with darker
colors corresponding to lower relative energies. If present, the
experimental structure is indicated by a green X.

Fig. 4 Relative minimum energy as a function of GA iteration of four
GAtor runs for TATB. The packing motif of the experimental structure,
identified as the minimum energy structure, is shown. The a, b, and c
axes are colored in red, green, and blue, respectively.

Fig. 5 The evolutionary routes that produced the experimental
structure of TATB in different GA runs. The packing motifs and space
groups of all structures are also shown. The a, b, and c axes are
colored in red, green, and blue, respectively.
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crossover probabilities of 25% and 75% were used,
respectively. The runs using the niching fitness function
generated the experimental structure within 62 and 60 GA
iterations using crossover probabilities of 25% and 75%,
respectively. The experimental structure was generated via
multiple different evolutionary routes, as shown in Fig. 5.
The routes start with initial pool structures and follow the
crossover and mutation operations that led to the
experimental structure. The same two initial pool structures
eventually led to the experimental structure across all four
GA runs. Both of these initial structures possess a β-sheet
packing motif, similar to the experimental structure.
However, they have different lattice parameters and/or space
groups, which were altered by the GA to produce the
experimental structure.

Fig. 6 shows the lattice parameter distributions of the
structures generated in the four GA runs. This can provide
insight into the configuration space explored with different
GA settings, as well as the structure of the potential energy
landscape. All four GA runs thoroughly sampled the portion
of the configuration space in the bottom right, which
contains the experimental structure marked by the green
cross. In addition to the experimental structure, this region
contains several other low-energy structures with sheet
packing motifs. The region in the top left with a relatively
small a lattice parameter and relatively large c lattice

parameter was heavily explored by the GA runs using
evolutionary niching. This region contains structures with a
layered packing motif, in which the molecules pack directly
on top of each other, as opposed to the staggered packing of
the experimental structure. Most of these structures have
higher energies.

Fig. 7 shows the results of hierarchical reranking using
increasingly accurate DFT functionals and dispersion
methods. The experimental structure is consistently ranked
as the lowest energy structure by all methods and the ranking
of other low-energy structures does not change significantly
between methods. Several putative structures are found
within the polymorph energy range. These have a sheet
packing motif, similar to the experimental structure. Two
structures are ranked within 1 kJ mol−1 of the experimental
structure. Both of these structures adopt a higher symmetry
space group than the experimental structure, C2/m. The
structure shown in magenta originates from the region in the
top left of the lattice parameter plots in Fig. 6.

For energetic materials, the density is important because
it relates to the detonation velocity, load density,122,123 and

Fig. 6 Lattice parameter distributions of the TATB structures
generated by GAtor runs using the energy-based fitness function with
crossover probabilities of (a) 25% and (b) 75% and the niching fitness
function with crossover probabilities of (c) 25% and (d) 75%. Structures
are colored according to their relative energy, with darker colors
corresponding to lower relative energies. If found, the experimental
structure is indicated by a green X.

Fig. 7 Reranking of TATB structures generated by GAtor using
increasingly accurate DFT functionals and dispersion methods. Relative
energies are referenced to the lowest energy structure with each
method. The experimental structure and some low energy putative
structures are shown with the a, b, and c lattice vectors colored in red,
green, and blue, respectively.

Fig. 8 PBE0 + MBD relative energy as a function of density for TATB
structures produced by GAtor. Colored markers correspond to
structures shown in the same colors in Fig. 7.
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detonation pressure of the material.124 Fig. 8 shows the PBE0
+ MBD relative energy as a function of the density. It is
observed that the density is strongly correlated with the
stability of TATB crystal structures. The experimental
structure is the most stable and most dense. Several other
putative low-energy, high-density structures are also found.
However, no putative structures with a higher density than
the experimental structure are found within the typical
energy range of molecular crystal polymorphs.

3.2 DATB

The experimental structure of DATB packs in an edge-to-face
herringbone motif, shown in Fig. 2b. DATB crystallizes in
space group Pc with 2 molecules per unit cell.120,125 Although
the Cambridge Structural Database (CSD)126 only contains
one entry for DATB, it has been proposed that there is a
pressure-induced phase change of DATB around 6.5 GPa.120

In addition there is interest in finding a polymorph of DATB
that exhibits the β-sheet packing motif, associated with the
lower sensitivity of TATB.89,121

Three Genarris runs were performed for DATB, generating
5000 structures each with sr values of 0.65, 0.75, and 0.85.
The mean generated unit cell volume was set to 436 Å3 and
the standard deviation was set to 33 Å3. In each run, the raw
pool was down-selected using the Robust workflow to 50 final
structures, which were optimized using PBE + TS with lower-

level settings. The volume and space group distributions of
the generated structures throughout the workflow are shown
in Fig. S5–S7 in the ESI.† Fig. 9 shows the lattice parameter
distributions of the final relaxed structures obtained from
the three runs. Genarris generated the experimental
structure, indicated by a green cross, using all three sr values.
The run with sr of 0.65 generated the most structures in the
region of the experimental structure. We attribute this to the
dense packing of the experimental structure, which is more
likely to be generated with a lower sr value. The GAtor initial
pool was constructed by collecting the relaxed structures
from all three Genarris runs and then identifying and
removing any duplicates. The resulting initial pool, shown in
Fig. 9d contained 65 unique structures. The experimental
structure was removed from the initial pool in order to assess
GAtor's ability to generate it.

Four GAtor runs were conducted for DATB. The energy-
based and niching fitness functions were used with crossover
probabilities of 25% and 75%. To evaluate the effect of the
crossover scheme, the standard crossover scheme was used
for both runs with the niching fitness function, whereas the
symmetric crossover scheme was used for both runs with the
energy-based fitness function. The standard mutation scheme
was used for all runs. All runs were terminated when the
average energy started increasing, as shown in Fig. S8 in the
ESI.†

Fig. 10 shows the minimum energy structure as a function
of GA iteration for all four runs, referenced to the total energy
of the global minimum structure. All four GA runs generated
the experimental structure, but not as quickly compared to
TATB. Lower crossover probabilities, which correspond to
higher mutation probabilities, resulted in faster generation
of the experimental structure for both fitness functions,
regardless of the crossover scheme used. The run using the
niching fitness function with 25% crossover probability

Fig. 9 Lattice parameter distributions of DATB structures generated
by Genarris using sr values of (a) 0.85, (b) 0.75, and (c) 0.65. (d) The
combined initial pool comprising 65 unique structures. The structures
are colored according to their relative energy, with darker colors
corresponding to lower relative energies. If generated, the
experimental structure is indicated by a green X.

Fig. 10 Relative minimum energy as a function of GA iteration for
DATB. The packing motif of the experimental structure, which is the
minimum energy structure, is shown. The a, b, and c axes are colored
in red, green, and blue, respectively.
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generated the experimental structure the fastest at GA
iteration 86. The runs using the energy-based fitness function
with crossover probabilities of 25% and 75% generated the
experimental structure at GA iteration 172 and 222,
respectively. The run using the niching fitness with 75%
crossover probability generated the experimental structure
after 275 GA iterations. This is explained by the evolutionary
routes that led to the generation of the experimental
structure, shown in Fig. 11. Three out of the four GA runs
generated the experimental structure by applying the angle
strain mutation to the same initial pool structure. Because
mutation was the dominant route for generating the
experimental structure of DATB, the lower crossover
probability was advantageous in this case. The run that took
the longest to generate the experimental structure traversed a
more complex evolutionary route, comprising several
crossover and mutation steps. This attests to the capability of
the GA to generate the same structure in various ways.

The lattice parameter distributions of the structures
generated in the four GA runs for DATB, shown in Fig. 12,
are very different than those of TATB. For TATB, most of the
low-energy structures are concentrated in one main basin,
which corresponds to the sheet packing motif, and the
experimental structure is found in that basin. For DATB, the
low-energy structures produced by the GA are concentrated in
two basins. The basin on the bottom right, which
corresponds to the sheet packing motif (similar to TATB) is
very heavily sampled. The basin in the top left, which
corresponds to a relatively even mixture of herringbone,
gamma, and sheet packing motifs, is also sampled
frequently, particularly by the runs with 25% crossover
probability. However, the experimental structure is found in
a sparsely sampled region between these two basins, which
explains why it took many GA iterations to generate it.
Although all four runs explored similar regions of the
configuration space, the niching runs generated a few more
low-energy structures with herringbone packing motifs in the
region between the two basins.

Fig. 13 shows the results of hierarchical reranking using
increasingly accurate DFT functionals and dispersion
methods for DATB. The experimental structure, shown in
blue, is consistently ranked as the lowest energy structure by
all methods. In contrast to TATB, significant changes in the
relative energies occur upon switching from the TS pairwise
dispersion method to the MBD method. A gap opens between

Fig. 11 Evolutionary routes that produced the experimental structure
of DATB in different GA runs. The packing motifs and space groups of
all structures are shown. The a, b, and c axes are colored in red, green,
and blue, respectively.

Fig. 12 Lattice parameter distributions of the DATB structures
generated in GAtor runs using the energy-based fitness function with
crossover probabilities of (a) 25% and (b) 75% and the niching fitness
function with crossover probabilities of (c) 25% and (d) 75%. Structures
are colored according to their relative energy, with darker colors
corresponding to lower relative energies. If found, the experimental
structure is indicated by a green X.

CrystEngCommPaper

Pu
bl

is
he

d 
on

 2
3 

ju
li 

20
21

. D
ow

nl
oa

de
d 

on
 2

02
5-

01
-0

9 
04

:1
8:

17
. 

View Article Online

https://doi.org/10.1039/d1ce00745a


CrystEngComm, 2021, 23, 6023–6038 | 6031This journal is © The Royal Society of Chemistry 2021

the relative energies of the two lowest energy structures and
the rest of the structures, which further widens upon
switching from the PBE semi-local functional to the PBE0
hybrid functional. In particular, the structure colored in red
is very close in energy to the experimental structure with PBE
+ TS. Switching to the MBD method increases its relative
energy by about 3 kJ mol−1. The ranking of structures colored
in green and purple is also significantly affected by the
choice of dispersion method. The structure colored in purple
is destabilized with MBD compared to TS, similar to the
structure colored in red. In contrast, the structure colored in
green is stabilized by MBD compared to TS. To reveal the
origin of these differences we have performed an interaction
chain analysis for these three structures, as shown in Fig. 14.
The structures colored in red and purple are characterized by

a similar hydrogen bonded chain motif between nitro and
amino groups along their b and c axes. These interactions are
overstabilized by the TS method compared to MBD.127–129

The structure colored in green exhibits π–π stacking along
the a axis, which is treated relatively similarly by the three
methods. Thus, the origin of the relative energy differences is
primarily linked to the different energies of the hydrogen
bonds produced by the TS and MBD methods for these three
structures. The structure colored in black in Fig. 13 is ranked
within less than 1 kJ mol−1 of the experimental structure by
all three methods. Interestingly, this structure exhibits a
β-sheet packing motif, similar to the experimental structure
of TATB, as shown in Fig. 2c. This structure of DATB may be
within experimental reach.

Fig. 15 shows the PBE0 + MBD relative energy as a function
of the density for DATB. The putative beta-sheet structure,
shown in black, is slightly less dense than the experimental
structure, shown in blue. The stability of DATB crystal structures
is not as strongly correlated with their density as compared to
TATB. For DATB, structures with a higher density than the
experimental structure appear within the polymorph energy
range. The structures colored in green and purple have a
particularly high density. The most dense structure adopts a
gamma packing motif with a smaller relative angle between
nearest neighbors, shown in Fig. 2d. This motif is between the
experimental herringbone structure and the planar beta-sheet
structure and possesses a nearly 2D hydrogen bonding network.
This structure is also distinct because the nitro groups that are
not participating in hydrogen bonding are non-planar to the
rest of the molecule. This feature allows the molecules to pack
closer together, increasing the density. This structure was
generated in the GA run that used the niching fitness function
with crossover probability of 75%. It is located in the basin on
the top left of Fig. 12d. The putative high-density structures
produced by GAtor could be related to a proposed high pressure
phase of DATB.120 These high-density structures are within the

Fig. 14 Interaction chain analysis for the structures colored in (a and
b) red, (c) purple, and (d) green in Fig. 13. The interactions are shown
along the respective lattice vectors, with the a, b, and c lattice vectors
colored in red, green, and blue, respectively. Hydrogen bonds are
shown in light blue.

Fig. 15 PBE0 + MBD relative energy as a function of density for DATB
structures produced by GAtor. Colored markers correspond to
structures shown in the same colors in Fig. 13.

Fig. 13 Reranking of DATB structures generated by GAtor using
increasingly accurate DFT functionals and dispersion methods. Relative
energies are referenced to the lowest energy structure with each
method. The experimental structure and some low energy structures
are shown with the a, b, and c lattice vectors colored in red, green,
and blue, respectively.
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upper end of the lattice energy range for viable polymorphs,
therefore it may be possible to synthesize them by high-
pressure crystallization.130–132 However, the explosive nature
of EMs may make high pressure experiments too
hazardous.133

DATB and TATB only differ by one amino group,
however this gives rise to markedly different potential
energy landscapes. For TATB the sheet packing motif is
strongly preferred, whereas for DATB low-energy putative
structures comprise both the sheet packing motif and the
herringbone packing motif. To elucidate the origin of
these differences, we compare the intermolecular
interactions in the beta-sheet structure of TATB and the
putative beta-sheet structure of DATB. TATB and DATB are
capable of forming strong hydrogen bonds between their
amino and nitro groups, as well as cofacial π–π

interactions. Fig. 16 shows the interplanar and intraplanar
interactions in both structures with the corresponding
interaction energies, calculated with PBE0 + MBD. For
TATB the intraplanar interaction energy of 78.3 kJ mol−1 is
significantly stronger than the interplanar interaction
energy of 63.3 kJ mol−1. This explains the strong
preference of TATB for forming layered structures. For the
putative beta-sheet structure of DATB, the intraplanar
interaction energy of 51.1 kJ mol−1 is similar to the
interplanar interaction energy of 50.2 kJ mol−1. The weaker
intraplanar interactions in DATB may be attributed to the
missing amino group, which reduces the connectivity of
the hydrogen-bonded network compared to TATB. The
similar strength of the intraplanar and interplanar
interactions in DATB may explain why the low-energy
structures of DATB exhibit both layered packing motifs
and herringbone packing motifs.

3.3 PCA analysis of DATB and TATB

A two-dimensional representation of the TATB and DATB
crystal structure landscapes is shown in Fig. 17. The

landscapes were constructed by calculating the first two
principal components of the RSF descriptors for the TATB
and DATB crystal structures generated by GAtor. We note that
the plots for TATB and DATB were constructed using the
same principal components. This enables quantitative
comparison between loci on the crystal structure landscapes.
The first two principal components capture nearly 90% of the
variance in the data for DATB and 96% for TATB (see Fig. S13
in the ESI†). To provide a chemically meaningful
interpretation, correlations between the principal
components and different features of the molecular crystals
are identified. The first principal component is found to be
inversely correlated with the crystal density with an R2 value
of 0.75 (see Fig. S15 in the ESI†). The second principal
component is found to be inversely correlated with the
frequency of C–O interactions, with an R2 of 0.87, and
directly correlated with the frequency of O–O interactions,
with an R2 of 0.55 (see Fig. S16 in the ESI†). Therefore,
structures on the computed crystal landscapes with a more
negative second principal component possess more edge-to-
face interactions.

The correlation of the principal components with the
relative energy calculated by PBE + TS using lower-level
numerical settings is shown in panels (a) and (b) of Fig. 17.
By constructing a linear model based on the two-dimensional
crystal landscape, a R2 of 0.92 and 0.88 and a mean absolute
error of 3.26 kJ mol−1 and 2.49 kJ mol−1 are achieved for

Fig. 16 Comparison between the interplanar (top) and intraplanar
(bottom) interactions in the experimental structure of TATB (left) and
the putative β-sheet polymorph of DATB (right). The a, b, and c lattice
vectors are shown in red, green, and blue, respectively. Intraplanar
hydrogen bonds are shown in light blue.

Fig. 17 Two dimensional representation of the landscape of TATB and
DATB crystal structures generated by GAtor, constructed by the first
two principal components of the RSF descriptors. The correlation of
the landscape with the lattice energy, calculated by PBE + TS using
lower-level numerical settings, for (a) TATB and (b) DATB; and the
correlation of the landscape with the crystal packing motif for (c) TATB
and (d) DATB. The experimental structure is indicated on each graph
by a green X.
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TATB and DATB, respectively (see Fig. S14 in the ESI†). This
demonstrates good correlation between the constructed
landscapes and the lattice energies. The correlation between
the crystal landscapes and crystal packing motif is shown in
panels (c) and (d) of Fig. 17 for TATB and DATB, respectively.
The gamma and herringbone structures of TATB are
concentrated in two main regions, one relatively localized
region at the bottom of the distribution in Fig. 17c, which
has moderate density (based on the first principal
component) and moderate lattice energy (as seen in Fig. 17a),
and another relatively dispersed region on the right side of
the distribution in Fig. 17c, which is characterized by low
density and high lattice energy. The gamma and herringbone
structures of DATB are more dispersed throughout the
distribution in Fig. 17d with some, including the
experimental structure, appearing in the high-density low-
energy region on the left side of the distribution. The lowest
energy structures of DATB are found to have a somewhat
larger second principal component than the low-energy
structures of TATB. This region of the distribution is
characterized by structures that have a relatively large
number of O–O interactions. Because DATB has one less
amino group than TATB and is capable of forming fewer
hydrogen bonds, the lowest energy DATB crystal structures
form a larger number of stabilizing intermolecular nitro
group interactions134–137 compared to TATB.

3.4 4,5-Dimethylphenanthrene

The gas phase molecular geometry of
4,5-dimethylphenanthrene exhibits inherent chirality due to
its twisted backbone.96 Other chiral PHAs with twisted
backbones, such as [6]helicene and 1-aza[6]-helicene are
known to crystallize in either chiral or racemic forms.138,139

4,5-Dimethylphenanthrene is experimentally known to
crystallize in the chiral space group P21 with 2 molecules per
unit cell.140

Two Genarris runs were conducted for
4,5-dimethylphenanthrene, generating 5000 structures each
with sr values of 0.70 and 0.75. The mean generated unit cell
volume was set to 555 Å3 and the volume standard deviation
was set to 36 Å3. Because of this target's inherent chirality,
the chiral setting of Genarris were used, such that structures
were generated only in compatible chiral space groups, which
do not have inversion or mirror symmetry operations. In each
run, the raw pool was down-selected using the Robust
workflow to 50 final structures, which were optimized with
PBE + TS and lower-level settings. The volume and space
group distributions of the generated structures throughout
the workflow are shown in Fig. S9 and S10 in the ESI.†
Fig. 18 shows the lattice parameter distributions of the final
relaxed structures obtained from both runs. Genarris
generated the experimental structure, indicated by a green
cross, using both sr values. The higher sr value of 0.75
resulted in more sampling around the experimental structure
than the lower sr value of 0.70. We attribute this to the lower

density of 4,5-dimethylphenanthrene compared to the
energetic materials studied here. The structures produced by
both runs are clustered in a region in the top left whereas the
experimental structure is found in a sparsely sampled region
on the bottom right. This indicates that the experimental
structure has a packing motif that is difficult to generate and
may be found in a narrow funnel of the potential energy
surface. The GAtor initial pool was constructed by collecting all
the relaxed structures from the two Genarris runs and then
identifying and removing any duplicates. The resulting initial
pool, shown in 18c contained 67 unique structures. The
experimental structure was removed from the initial pool in
order to assess GAtor's ability to generate it.

Four GAtor runs were conducted for
4,5-dimethylphenanthrene. The energy-based and niching
fitness functions were used with crossover probabilities of 25%
and 75%. The standard crossover scheme and standard
mutation scheme were used for all runs. All runs were
terminated when the average energy started increasing, as
shown in Fig. S11 in the ESI.† Fig. 19 shows the minimum
energy structure as a function of GA iteration for all four runs,
referenced to the total energy of the global minimum structure.
The experimental structure of 4,5-dimethylphenanthrene was
relatively difficult to generate. We attribute this to the twisted
backbone and sterically hindered methyl groups, which make
4,5-dimethylphenanthrene oddly shaped and difficult to pack
densely. For this target, the niching fitness function performed
significantly better than the traditional energy-based fitness

Fig. 18 Lattice parameter distributions of 4,5-dimethylphenanthrene
structures generated by Genarris using sr values of (a) 0.75 and (b)
0.70. (c) The combined initial pool comprising 67 unique structures.
The structures are colored according to their relative energy, with
darker colors corresponding to lower relative energies. If generated,
the experimental structure is indicated by a green X.
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function. The runs using the niching fitness function with
crossover probabilities 25% and 75% found the experimental
structure at iteration 76 and 184, respectively. The run using the
energy-based fitness function with crossover probability of 75%
found the experimental structure at iteration 369. The run using
the energy-based fitness function with crossover probability of
25% did not generate the experimental structure within 412
iterations. Fig. 20 shows that the experimental structure was
generated starting from different initial pool structures, via
diverse evolutionary routes, involving both crossover and
mutation.

Fig. 21 shows the lattice parameter distributions of the
structures generated in the four GA runs. The runs using the
energy-based fitness function predominantly sampled the

region in the top left, in which most of the initial pool
structures were concentrated, rather than the region of the
experimental structure on the bottom right. In contrast, the
runs using the niching fitness function explored both regions
of the configuration space and thoroughly sampled the
region of the experimental structure. The case of
4,5-dimethylphenanthrene illustrates the power of the
niching fitness function to explore more diversely and
overcome initial pool biases. Evolutionary niching can be
particularly helpful in accessing narrow funnels of the
configuration space that may be rarely sampled by the
energy-based fitness function.68

Fig. 22 shows the results of hierarchical reranking using
increasingly accurate DFT functionals and dispersion methods.
The experimental structure, shown in blue, is consistently
ranked as the lowest energy structure by all methods.
Furthermore, there is a large gap between the experimental
structure and the next lowest energy structure. For
4,5-dimethylphenanthrene, only two putative structures are
found within 10 kJ mol−1 from the experimental structure. This
is consistent with the lower occurrence of polymorphism in
chiral compounds.10 Most low energy structures adopt the same
packing motif and space group as the experimental structure.
We attribute this to the inherent chirality of the twisted
backbone and steric hindrance of the methyl groups, which
make it challenging to form diverse packing motifs. Rice et al.

Fig. 20 The evolutionary routes that produced the experimental
structure of 4,5-dimethylphenanthrene in different GA runs. The
packing motifs and space groups of all structures are also shown. The
a, b, and c axes are colored in red, green, and blue, respectively.

Fig. 21 Lattice parameter distributions of the
4,5-dimethylphenanthrene structures generated in GAtor runs using
the energy-based fitness function with crossover probabilities of (a)
25% and (b) 75% and the niching fitness function with crossover
probabilities of (c) 25% and (d) 75%. Structures are colored according
to their relative energy, with darker colors corresponding to lower
relative energies. If found, the experimental structure is indicated by a
green X.

Fig. 19 Relative minimum energy as a function of GA iteration for
4,5-dimethylphenanthrene. The packing motif of the experimental
structure, which is the minimum energy structure, is also shown. The
a, b, and c axes are colored in red, green, and blue, respectively.
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found similar results in their study of [6]helicene, where all but
one of the eleven lowest energy structures adopted a similar
packing motif to the experimentally observed structures.138 The
main intermolecular interactions in 4,5-dimethylphenanthrene
are methyl–methyl interactions. These weak van der Waals
interactions are relatively stabilized with MBD compared to
TS.127,141 The experimental structure of
4,5-dimethylphenanthrene has a relatively low density of 1.25 g
cm3 due to the inability of this molecule to pack efficiently. The
other two low-energy structures have lower densities of 1.23 g
cm3 and 1.20 g cm3, respectively (see Fig. S12 in the ESI†). Other
relatively dense structures are significantly higher in energy.

4 Conclusion

In summary, a crystal structure prediction workflow, based
on the random structure generator, Genarris, and the genetic
algorithm, GAtor, has been applied to the energetic materials
TATB and DATB and the chiral arene,
4,5-dimethylphenanthrene. The experimental structures of all
three materials were successfully generated multiple times by
both Genarris and GAtor, and ranked as the most stable
structures by dispersion-inclusive DFT methods.

For TATB, the potential energy landscape is dominated by
a single low-energy basin, which corresponds to layered
structures with a sheet packing motif, characterized by a
network of strong intralayer hydrogen bonds and weaker
interlayer π–π interactions. This makes the experimental
structure of TATB relatively easy to generate. For DATB, which
has one less amino group than TATB, the intralayer hydrogen
bonding interactions are weaker than in TATB, and about as
strong as the interlayer π–π interactions. The potential energy
landscapes of DATB and TATB are further illuminated by
principal component analysis of RSF descriptors. We find
that the intermolecular interactions between the nitro groups
of DATB are important to stabilizing low energy structures in
the absence of the third amino group found in TATB. The
experimental crystal structure of DATB is located in a narrow
energy basin on the potential energy surface which makes it

more difficult to generate by CSP methods compared to
TATB. A putative polymorph of DATB with a sheet packing
motif, which is desirable because it is associated with lower
sensitivity, is found to be very close in energy to the
experimental structure. In addition, several structures with
higher density than the experimental structure are found in
the upper range of known polymorph lattice energy
differences. The putative β-sheet polymorph of DATB may be
accessible experimentally near ambient conditions, whereas
the putative high-density structures may be stabilized under
high pressure.

4,5-Dimethylphenanthrene has a twisted backbone, which
makes it inherently chiral, and has two methyl groups that
cause steric hindrance. This makes
4,5-dimethylphenanthrene non-planar and difficult to pack
efficiently. This produces a sparse potential energy landscape
with few low-energy minima. Only two putative structures are
found within 10 kJ mol−1 of the experimental structure. For
this target the evolutionary niching feature of GAtor was
particularly helpful in generating the experimental structure.
Evolutionary niching helps overcome initial pool biases and
selection biases (genetic drift) by penalizing the fitness of
over-sampled regions of the potential energy surface and
steering the GA to under-sampled regions.

In general, the effect of the choice of exchange–correlation
functional and dispersion method on the energy ranking of
generated crystal structures is system dependent, owing to
the balance between different types of intermolecular
interactions that manifest in different packing
motifs.67,72,73,112 Of the systems studied here, the energy
ranking of TATB and 4,5-dimethylphenanthrene structures is
not significantly affected by the choice of DFT method. The
relative energies of DATB structures are somewhat more
sensitive to the choice of dispersion method because the TS
method over-stabilizes the hydrogen bonded chain motif
between nitro and amino groups compared to the MBD
method. Finite temperature effects may further affect the
energy ranking of generated crystal structures.69,72,73

In conclusion, we have demonstrated the ability of
Genarris and GAtor to produce the experimental crystal
structures of diverse targets. In addition to finding the
experimental structure, CSP algorithms can help identify
potentially viable polymorphs with desirable properties, such
as the putative structure of DATB with the sheet packing
motif. Incorporating CSP into the energetic materials
development process can help guide experimental efforts in
promising directions.
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