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CO2 adsorption in natural deep eutectic solvents:
insights from quantum mechanics and molecular
dynamics†
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CO2 capture is an important process for mitigating CO2 emissions in the atmosphere. Recently, ionic liquids

have been identified as possible systems for CO2 capture processes. Major drawbacks of such systems are

mostly in the high cost of synthesis of such liquids and poor biodegradability. Natural deep eutectic solvents,

a class of eutectic solvents using materials of natural origin, have been developed, which compared to ionic

liquids are low-cost and more environmentally benign. However, very little is known on the details at a

molecular level that govern the CO2 adsorption in these systems and what the limits are of the adsorption

features. Elucidating such aspects would represent a step forward in the design and implementation of such

promising systems in mitigating CO2 emissions. Herein, we report a computational study on the

mechanisms and characteristics of CO2 adsorption in natural deep eutectic solvents containing arginine/

glycerol mixtures. We establish details of the hydrogen bonding effects that drive the carbon dioxide capture

in systems composed of L-arginine and glycerol using molecular dynamics and quantum mechanics

simulations. Our findings indicate that, although both arginine and glycerol contain multiple atoms capable

of acting as hydrogen bond donors and hydrogen bond acceptors, L-arginine primarily functions as the

hydrogen bond acceptor while glycerol serves as the hydrogen bond donor in most interactions.

Furthermore, both compounds contribute hydrogen bond donors that participate in CO2 binding. This study

provides valuable insights into the behaviour of CO2 adsorption in natural deep eutectic solvents and

enhances our understanding from the perspective of hydrogen bonding interactions.

Introduction

Carbon dioxide (CO2) emissions from excessive combustion of
fossil fuels are a significant contributor to the adverse climate
change. Scientific research, therefore, is pushing the bound-
aries on either CO2 utilization or CO2 capture.1 The utilization
of CO2 is challenging due to its strong and inert CQO bonds.
Consequently, CO2 capture and storage plays a crucial role in
mitigating the total emissions. In recent years, ionic liquids

(ILs) have emerged as promising adsorbents of CO2 due to their
unique properties, such as high stability, non-flammability,
and very low vapor pressure.2 The ILs offer the potential for
customization with over 1018 possible combinations, allowing
the design of specific ILs for targeted CO2 capture.3 However,
the synthesis of ILs involves complex chemical reactions
and purification steps that increase their cost dramatically.
Additionally, some ILs are toxic and poorly biodegradable, and
their high viscosity often limits large-scale applications.4 To
address these drawbacks, deep eutectic solvents (DES) have
garnered attention as novel environmentally benign alterna-
tives for CO2 capture.5 DES share many characteristics with ILs,
such as very low vapor pressure and tunable performance.6

Moreover, DES offer significant advantages over ILs, including
low cost, renewability, low toxicity, reduced environmental
impact, and efficient solvent recovery.7 DES are formed by
mixing a hydrogen bond donor with a hydrogen bond acceptor
in specific molar ratios, resulting in a substantial decrease in
the melting or solidification temperature due to intermolecular
hydrogen bonds.8 These attractive properties have led to exten-
sive research on DES in various fields, including CO2 capture.9
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DES like ILs can be classified as physical or chemical
adsorbers for CO2 capture. Most conventional DES capture
CO2 through physical adsorption, while functionalized DES,
such as those based on strong bases, capture CO2 chemically.10

In a 2011 report, Choi et al.11 introduced natural low eutectic
solvents (NaDES) as a new type of green DES. NaDES are synthe-
sized by heating environmentally friendly natural materials like
primary metabolites, carboxylic acids, amino acids, choline chlor-
ide, sugars, and urea without further purification. These solvents
are produced with 100% atom economy and exhibit lower sensi-
tivity to impurities compared to ILs, making them highly suitable
for CO2 capture.12 In particular, NaDES were shown to adsorb CO2

better in alkaline environments, lead to viscosity changes and
have more volatility than ionic liquids.13,14

The greatest potential of DES and NADES lies in their
application as designer solvents. By adjusting the type of
hydrogen bond acceptor and hydrogen bond donor and their
molar ratios, it is possible to design solvents with specific
properties. The hydrogen bonding network between the com-
ponents largely determines the behavior of a given mixture,
influencing properties such as surface tension, melting point,
and viscosity.15 The type and molar ratio of hydrogen bond
acceptor and hydrogen bond donor in DES and NaDES also
affect their CO2 uptake capacity.16

NaDES based on L-arginine (L-Arg) and glycerol (Gly) can be
used for CO2 capture.17 The multiple atoms in arginine and
glycerol that act as both hydrogen bond acceptor and hydrogen
bond donor create a complex hydrogen bonding network
within NaDES. CO2 capture through hydrogen bonding implies
sequential binding of CO2 to multiple hydrogen bond donor
atoms in L-arginine and glycerol. Currently, no systematic study
has investigated the hydrogen bonding in L-arginine/glycerol
mixtures and their adsorption ability of CO2, and little is known
on the role of the different species in the NaDES in the CO2

adsorption mechanism. Therefore, this study aims to explore
the mechanism of hydrogen bonding affecting CO2 uptake in
NaDES using molecular dynamics and quantum mechanics
simulations. The work provides new insights into hydrogen
bonding mechanisms in NaDES and their ability to adsorb CO2

efficiently. Furthermore, the calculations offer theoretical gui-
dance for developing more efficient CO2 capture technologies.

Methodology
Model set-up

The starting structures were generated using Packmol (version
18.104).18 model A is a cubic box of 3 � 3 � 3 nm dimensions
containing one L-arginine molecule in the centre of the box
surrounded by 200 glycerol molecules randomly placed (desig-
nated 1A200G box). In addition, different molar ratios of
arginine versus glycerol ranging from 1 : 3 to 1 : 9 with models
in a box of 5 � 5 � 5 nm size were explored (model B). The
model B structures were used to verify the accuracy of the force
field parameters and charges used, and from the results the
simulated density values of the NaDESs were determined and

compared with the experimental values (shown in Table S1,
ESI†). A final model (model C) is a chemical system with three
equal-size compartments that is symmetric around the z-axis
with a liquid phase in the middle and two gas-phase regions on
each side, designated the interfacial system, with overall size
5 � 5 � 15 nm.

Molecular dynamics simulations

The general protocol of the set-up of our MD simulations follows
previously reported and validated methods.19 The molecular struc-
tures of glycerol, L-arginine, and CO2 were generated using Gauss
View 6.0.20 The optimized geometries of the isolated molecules were
obtained at B3LYP/def2-TZVP level of theory in Gaussian-09 with the
CPCM solvation model for water and the GD3BJ dispersion correc-
tion included.21–23 The molecular charges of those structures were
taken from the restrained electrostatic potential (RESP) method and
used as forcefield parameters for the MD simulations. The opti-
mized structures were parameterized using the general amber force
field (GAFF) via the ANTECHAMBER module.24 The generated
topology files were then converted to GROMACS format using the
ACPYPE code.25 All molecular dynamics (MD) simulations were
performed using the Gromacs-2020.3 software package.25 Structures
of L-arginine and glycerol and their atom definitions are shown in
Fig. 1. The GAFF parameters of each component in the mixture for
the MD simulation, including CO2, arginine, and glycerol are shown
in Tables S2–S5, ESI.† To test the validity of the forcefield para-
meters, we ran test calculations on a pure glycerol liquid using the
GAFF and Lennard-Jones refined GAFF forcefields,24,26 and calcu-
lated densities of 1272 and 1199 kg m�3, respectively. As such the
GAFF forcefield gives a density that is closer to the experimental
value of 1260 kg m�3,27 and hence was used in this work.

For models A and B, the energy was minimized, and a 1 ns
simulation under the NVT ensemble conditions was performed
to equilibrate the system temperature to the predefined value of
298 K. Thereafter, a 10 ns (model A) and 100 ns (model B) MD
simulation under NPT ensemble conditions with a pressure of
1 bar was conducted. During the final 2 ns of the production
simulation, the hydrogen bonding analysis was performed on
the interactions between the arginine and its surrounding
glycerol molecules. Hydrogen bonds were defined based on
geometric criteria: molecules were considered hydrogen-
bonded if the donor–acceptor distance was within 3.5 Å and
the donor-hydrogen-acceptor angle was less than or equal to
301. The velocity Verlet algorithm with a step size of 1 fs was
used to obtain the trajectory of atoms in the whole system.28

Periodic boundary conditions were applied in all three spatial
dimensions. The cut-off radius for both van der Waals and

Fig. 1 Structures of L-arginine and glycerol and their atom definitions.
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electrostatic interactions was set to 1.3 nm. For model C the
energy was minimized and the system was equilibrated to 298 K
for 1 ns and then an MD simulation was carried out under the
NVT ensemble for 100 ns.

Quantum mechanics calculations

All quantum chemical calculations were performed using Density
Functional Theory (DFT) with the unrestricted B3LYP-GD3BJ
method21 in combination with the def2-TZVP basis set.22 The soft-
ware used for the quantum chemical calculations was the Gaussian-
09 software package.23 Structures containing a hydrogen bond donor
and acceptor were taken from the MD snapshots and their inter-
action energy calculated through single-point calculations.

Results and discussion
Hydrogen bond interactions between one arginine molecule
with glycerol

We started the work with a detailed computational analysis on a
solution of L-Arg in glycerol and created a simulation box
containing one L-Arg molecule and 200 glycerol molecules and
ran an MD simulation for 10 ns. The MD simulation equilibrated
rapidly and based on the individual snapshots from the MD
simulation, we analysed the solvation characteristics of the L-Arg
molecule. In particular, we measured hydrogen bonding dis-
tances between glycerol solvent molecules and L-Arg and display
a histogram with statistics in Fig. 2. As highlighted in Fig. 2, as
many as 15 glycerol molecules were able to form hydrogen
bonding interactions with the central arginine molecule and
eight of those have an occupancy of larger than 50%. Notably,
the glycerol molecule with residue ID 184 formed an average of
1.79 hydrogen bonds with the arginine (see Table S7, ESI†), while
the glycerol molecules with residue IDs 99 and 107 formed an
average of 0.97 and 0.99 interactions during the MD run. Since a
single glycerol molecule may form multiple hydrogen bonds
with an arginine molecule, a high count of hydrogen bonds
does not necessarily imply stability in the formed bonds. Thus,
the occupancy of the aforementioned 15 glycerol molecules
shown in Fig. 2 was computed (occupancy calculated as the ratio
of frames forming hydrogen bonds to total frames).

The nine glycerol molecules mentioned above not only
formed an average of more than 0.5 hydrogen bond each but
also exhibited an occupancy exceeding 50% (see Fig. 2), indi-
cating stability in the formed hydrogen bonds. Indeed, most of
the hydrogen bonds stayed intact during the full MD simula-
tion. Specifically, the glycerol molecules with residue IDs 99,
107, and 184 formed hydrogen bonds with the arginine in more
than 95% of all MD frames. Additionally, the residue IDs
corresponding to the four glycerol molecules with the highest
occupancy match those that formed more than 0.8 hydrogen
bonds in Fig. 2. Moreover, despite similar occupancy for
glycerol molecules between the residues with ID 184 and 107
(98.8% and 98.6%, respectively, see Table S7, ESI†), the differ-
ence in the number of hydrogen bonds formed is nearly twofold
(1.79 and 0.99, respectively, see Table S6, ESI†). Residue 107

forms a hydrogen bond between atom O2 of glycerol with atom
N1 of arginine, while residue 99 and 184 interact with atom N3
of L-Arg, although through O2 and O3, respectively (Fig. 2(a)
and Table S6, ESI†). Residue 184 is positioned in such a way
that multiple hydrogen bonding interactions are possible
between O1 and O3 of glycerol with the N2 and N3 positions
of L-Arg. Indeed, a large occupancy approaching a value of two is
found that reflects the fact that in most frames it forms multiple
hydrogen bonding interactions. In summary, the nine residue
IDs—91, 99, 103, 105, 107, 112, 181, 184, and 199—strongly
interact with arginine and display a large occupancy of hydrogen
bonding interactions. In particular, the glycerol molecules with
residue IDs 99, 107, and 184 form hydrogen bonds with the
arginine in nearly all frames (occupancy well above 96%).

Subsequently, we varied the molar ratio of arginine to
glycerol in our models ranging from 1 : 3 to 1 : 9 and ran MD
simulations for each mixture using the model B approaches.
The MD simulations converge rapidly and the total energy
stabilizes for the system within a few fs. Thereafter, the density

Fig. 2 (a) Orientation and position of the nearest nine glycerol molecules
around the arginine during the MD simulation of model A. Arrows identify
hydrogen bonding interactions. (b) Statistics of hydrogen bond interaction
between L-Arg and glycerol molecules during the MD simulation on
yodel A.
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of the mixture was calculated from the MD simulation and
compared to the tabulated values from the literature.29 Table 1
summarizes the obtained results for model B. As can be seen from
Table 1, the difference between the simulated and experimental
densities of the NaDES systems is less than 8% and in all cases,
the computation overestimates the experimental results. There-
fore, the computational modelling has a systematic error and the
simulation parameters used have high accuracy. These values
compare well with previously reported calculations of the density
of a mixture of polar compounds.30

Thereafter, we analysed the nature of the hydrogen bonding
interactions and attempted to establish the most favourable inter-
actions between arginine and glycerol. Detailed hydrogen bonding
information for five glycerol molecules exhibiting the highest
number of hydrogen bonds is provided in Table S7, ESI.† As
mentioned previously the glycerol molecule with residue ID 184
can form two hydrogen bonds with arginine. From the table, the
two hydrogen bonds are clear: one involving O3 in glycerol as
the hydrogen bond donor and N3 in arginine as the acceptor, and
the other involving N2 in arginine as the donor and O1 in glycerol
as the acceptor. Furthermore, we quantified the occupancy of all
hydrogen bonds within the system, and present only those with an
occupancy that exceeds 50% in Table 2; more details are given in
Table S7, ESI.† Analysis of the data in Table 2 reveals a propensity
for glycerol to function as a hydrogen bond donor, while L-arginine
exhibits a preference for accepting hydrogen bonds. Notably, O2
and O3 in glycerol emerge as robust hydrogen bond donors
compared to O1, potentially attributed to the limited accessibility
of atom O1 to L-arginine due to a significant steric hindrance
effect. This observation elucidates why O1 is more inclined to act
as a hydrogen bond acceptor than O2 and O3.

The nitrogen atoms of L-arginine are more favourable than the
oxygen atoms to participate in hydrogen bond formation as donors.
While all nitrogen atoms demonstrate the capacity to serve as both
donors and acceptors of hydrogen bonds, it is noteworthy that only
a minimal percentage (5.6%) of hydrogen bonds involve N2 as the
acceptor (see Table S7, ESI†). This stands in stark contrast to the
robust occupancy of N1, N3, and N4 as hydrogen bond acceptors,
with the former two exceeding 99% and the latter surpassing 30%.
Further elucidation is warranted to expound upon this disparity.
Additionally, beyond oxygen and nitrogen, carbon atoms within
both molecules are also found to participate in hydrogen bond
formation, acting as both donors and acceptors (Table S7, ESI†).

Independent gradient model for hydrogen bonding
interactions analysis

The MD simulations show that upon dissolving L-arginine into
a glycerol solution will lead to strong hydrogen bonding inter-
actions between L-arginine and solvent molecules, whereby at
least nine glycerol molecules interact in specific orientations
and conformations with L-arginine as depicted in Fig. 2(a).
Although hydrogen bonding interactions are considered weak
intermolecular interactions, recent computational studies have
shown that there are considerable orbital interactions in the
second-coordination sphere that influence the interactions
between the donor and acceptor groups.31 As such we applied
the independent gradient model for hydrogen bonding interactions
(IGMH) and analysed weak intermolecular interactions between L-
arginine and glycerol molecules.31 The IGMH approach takes the
electron density gradient to describe regions of weak quantum
mechanical interactions. We, therefore, took key structures from
the MD simulation and ran a DFT single point calculation was to
obtain the electron density gradients and obtained the IGMH
surface between L-arginine and glycerol. The IGMH surface for
the interaction between arginine and glycerol molecules is shown

Table 1 Calculated and experimental densities (r) for mixtures ranging a
molar ratio of 1 : 3 to 1 : 9 of L-Arg : glycerola

Modela 1A3G 1A4G 1A5G 1A6G 1A7G 1A8G 1A9G

r (MD)b 1.313 1.309 1.304 1.307 1.307 1.306 1.302
r (exp)bc 1.213 1.220 1.225 1.229 1.231 1.233 1.235
Dd 7.6 6.8 6.1 6.0 5.8 5.6 5.2

a Ratio of L-argine : glycerol (or A : G) given, i.e. 1A3G represents a ratio
of 1 : 3 for arginine : glycerol. b Density in g cm�3. c Experimental data
from ref. 29. d Deviation between experiment and theory (D) in %.

Table 2 Prominent hydrogen bonding interactions formed in the 1A200G box
between L-arginine and glycerol molecules with probability larger than 50%

Type Donor Acceptor Occupancy (%)

1 Gly-side-02 Arg-side-N1 100.0
2 Gly-side-03 Arg-side-N3 99.9
3 Gly-side-02 Arg-side-N3 99.9
4 Arg-side-N1 Gly-side-O1 96.1
5 Arg-side-N2 Gly-side-O1 88.4
6 Arg-side-N4 Gly-side-O2 88.0
7 Arg-side-N1 Gly-side-O2 86.2
8 Arg-side-N3 Gly-side-O2 78.3
9 Gly-side-O1 Arg-side-O1 69.0
10 Gly-side-O2 Arg-side-C6 64.4
11 Arg-side-O2 Gly-side-O2 64.3
12 Arg-side-N4 Gly-sideO3 51.8

Fig. 3 Isosurfaces between L-arginine and surrounding glycerol mole-
cules as calculated with IGMH.
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in Fig. 3 as colour-coded isosurfaces, whereby the colour gradation
reflects the strength of the hydrogen bonds, with bluer hues
indicating stronger interactions.32 Most of the hydrogen bonding
interactions in the isosurface plots are in the dark green/dark blue
shades and signify strong intermolecular interactions between the
donor and acceptor groups, where strong orbital overlap between the
two groups leads to increased electron density. It is worth mention-
ing that the presence of two flat isosurfaces (dark blue) between
glycerol with residue ID 184 and arginine in the middle, indicates
notably strong hydrogen bonding. This observation suggests that the
interaction between glycerol with residue ID 184 and arginine can be
ascribed to the formation of two robust hydrogen bonds.

Bond dissociation energy analysis

To gain further insight into the strength of the hydrogen bonding
interactions, we calculated individual diabatic bond dissociation
energies (BDE) of the nine glycerol molecules around arginine.
These computed values should give an indication of the strength
of the hydrogen bonding interactions formed between glycerol
and arginine. The BDEs were calculated by taking a structure from
the MD simulation containing arginine and the nearest nine
glycerol molecules and a UB3LYP/def2-TZVP single point calcula-
tion was performed. Subsequently, one glycerol molecule was
removed from the model and a single point calculation done on
the two fragments with the energy difference with respect to the
full system the hydrogen bond BDE. The obtained BDEs of the
arginine-glycerol interactions and the hydrogen bond distances
are shown in Table 3. At least seven hydrogen bonds are shorter
than 2 Å. Not surprisingly, the interactions with the shortest
hydrogen bond distances give large BDE values, although no
linear correlation is seen. This may be the result of secondary
effects of long-range repulsion contributions.

The calculated BDEs follow the ordering from large to small:
184 4 105 4 99 4 181 4 199 4 112 4 91 4 107 4 103. Thus,
glycerol residue 184 interacts with the nitrogen atom of the
guanidinium group of arginine, whereas the glycerol residue
105 is positioned on the other side of arginine and forms a
hydrogen bond with its carboxylate group. The glycerol residues
99 and 181 also form hydrogen bonding interactions with the
guanidinium group of arginine. Notably, the first five rankings
roughly mirror the order of occupancy and quantity.

Discrepancies in the rankings beyond the top five are primarily
attributed to the neglect of the effect of the remaining six
glycerol molecules on the nine under investigation.

ESP analysis

To explore the intricate atomic interactions between arginine and
glycerol, the electrostatic potential (ESP) energy surfaces of argi-
nine, glycerol and the arginine-glycerol dimer were individually
constructed. This was achieved through the utilization of the wave
function analysis software, Multiwfn,33 and visualization software,
VMD.34 These tools enabled the generation of electrostatic potential
energy surfaces for arginine and glycerol, as well as penetration
maps depicting the interactions between their respective surfaces.
Specifically, a cube file of electron density and electrostatic
potential is generated using Multiwfn, loaded into the VMD, and
the data for the electrostatic potential is mapped in different
colours onto the electron density equivalent surface as shown in
Fig. 4. In this study, the van der Waals surface refers to Bader’s
definition, where the isosurface of electron density at 0.001 a.u. is
considered as the van der Waals surface.35

By scrutinizing these electrostatic potential energy surfaces,
a more intuitive comprehension of the spatial distribution of
ESP surrounding the molecules was obtained. This analysis
provided insights into the nature of electrostatic interactions
between the two molecules. Fig. 4 illustrates the electrostatic
potential energy surfaces of arginine, glycerol and arginine-
glycerol. As the electrostatic potential increases gradually, the
colour transitions in the sequence of ‘‘blue-white-red’’, where
the orange and cyan spheres in Fig. 4(a) and (b) represent the
ESP maximum and ESP minimum, respectively. Fig. 4(a) illus-
trates that the glycerol molecule exhibits a maximum value
point near O2 (54.7 kcal mol�1), indicative of a pronounced
hydrogen bond acceptor capacity, notably superior to other
atoms. This suggests a facile binding potential with other
molecules through hydrogen bond interactions. The occupancy
of O2 as a hydrogen bond donor with N1 and N3 in arginine
was demonstrated to be nearly 99.9% in Table S7, ESI,† whereas
the maximum occupancy as a hydrogen bond acceptor was
88%. Also, in glycerol there is an electrostatic potential (ESP)
minimum (�56.4 kcal mol�1) in proximity to the oxygen atoms
O1 and O3 in the upper region of the molecule, and an electron-
rich acceptor site (�27. 6 kcal mol�1) near O2. This facilitates
effective hydrogen bond interactions with arginine. Moreover,
since the highest point near O1 is lower than that near O3
(21.8 kcal mol�1 and 45.2 kcal mol�1, respectively), O1 is more
inclined to participate in hydrogen bond formation as an
acceptor compared to O3. As illustrated in Table S7, ESI,† the
maximum occupancy of O1 as a hydrogen bond acceptor is
96.1%, compared to 51.8% for O3. Furthermore, all three
carbon atoms in glycerol can function as both hydrogen bond
acceptor and donor due to the presence of red electron-
deficient regions and blue electron-rich regions in their vici-
nity. Table S7, ESI,† indicates that the maximum occupancy of
C1, C2, and C3 as hydrogen bond donor is 6.0%, 6.3%, and
20.5%, respectively, while as hydrogen bond acceptor it is 4.5%,
0.1%, and 23.6%, respectively.

Table 3 Bond dissociation energies (BDEs) for hydrogen bonding inter-
actions between L-arginine and glycerol molecules on different positions
of L-arginine

Residue ID BDEsa H-bond distanceb

91 13.0 1.95
99 17.7 1.96
103 9.2 2.11
105 18.3 1.80
107 11.5 1.70
112 13.5 2.52
181 16.3 1.94
184 18.7 1.86/1.94
199 15.8 2.13/2.37

a Values in kcal mol�1. b Distances in Å.
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In Fig. 4(b), a maximum point (53.6 kcal mol�1) is observed
near O2 in arginine, indicating a high hydrogen bond capacity
compared to other atoms. Table S7 (ESI†) reveals that the max-
imum occupancy of O2 as hydrogen bond donor is 64.3%,
compared to 16.2% for hydrogen bond acceptor. Moreover, the
minimum point in arginine occurs at N3 (�51.4 kcal mol�1),
attributed to the lone pair of electrons on the N3 atom. The
electron-rich N3 is more inclined to participate in hydrogen
bonding as a hydrogen bond acceptor, with Table S7 (ESI†)
showing its maximum occupancy as acceptor is 99.9% and as
donor is 78.3%. Additionally, large and small value points near N1
suggest its potential to act as both hydrogen bond donor and
acceptor, with corresponding maximum occupancies exceeding
95% (see Table S7, ESI†).

In the results shown above we indicated that N2 can serve as
a hydrogen bond donor but not as an acceptor in hydrogen bond
formation, as evidenced by the electrostatic potential energy
surface. Specifically, N2 is surrounded by red electron-deficient
regions and lacks blue electron-rich regions, making it more
prone to participate as a donor. N4 is predominantly encircled by
red regions, indicating the dominance of electron-absorption-
induced effects. This effect can attract electrons from the hydro-
gen atom connected to N4, resulting in a decrease in electron
density near the hydrogen atom and a notable increase in
electrostatic potential. Therefore, N4 primarily contributes to

hydrogen bond formation as an hydrogen bond donor, as
indicated by Table S7 (ESI†), where the maximum occupancy of
N4 as donor is 88%, while as acceptor it is 30.4%. Furthermore,
O1 is surrounded by blue colour in Fig. 4 with minimal value
points nearby, signifying its role as a hydrogen bond acceptor,
which is inevitable as there is no hydrogen atom on O1 to act as a
donor. Lastly, the carbon atom in arginine can also participate in
hydrogen bond formation. Specifically, C2, is surrounded by
red colour in Fig. 4 with a significant value point nearby, and
therefore it participates as a hydrogen bond donor. Table S7 (ESI†)
shows that its maximum occupancy as hydrogen bond donor is
1.5% and no evidence is seen that it acts as an acceptor.
Conversely, C6, is surrounded by blue colour in Fig. 4 with very
small value points nearby, and contributes to hydrogen bond
formation as a hydrogen bond acceptor. Table S7 (ESI†) shows
that its maximum occupancy as hydrogen bond acceptor is 64.4%
and there is no data as donor.

As shown in Fig. 4(c)–(g), the penetration of van der Waals
surfaces is conspicuous within the region of hydrogen bond
formation, where red and blue colours interpenetrate, reflecting
the complementary nature of electrostatic potentials and the
electrostatic attraction interactions characteristic of hydrogen
bonds. Both glycerol molecules with residue IDs 184 and 199
form two hydrogen bonds with arginine. However, a notable
difference is observed in their stability: both hydrogen bonds

Fig. 4 (a) ESP surface of arginine with electrostatic potentials in kcal mol�1, (b) ESP surface of glycerol with electrostatic potentials in kcal mol�1, (c)–(g) ESP
surfaces for arginine-glycerol dimers for the interactions of L-Arg with residue ID of 99, 107, 181, 184, 199, respectively. Hydrogen bond distances are in Å.
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(with N or O as hydrogen bond donors) in residue ID 184 exhibit
stable existence, with an average number formed per frame
40.75 and occupancy 4 80%, as detailed in Table S7, ESI.†
Conversely, the hydrogen bond with N as the hydrogen bond
donor in residue ID 199 demonstrates stable existence, with an
average number of hydrogen bonds formed per frame of 0.8, as
indicated in Table S7 (ESI†). However, the stability of hydrogen
bonds formed by carbon as the hydrogen bond donor is com-
paratively poorer, with an occupancy rate of only 20% (as shown
in Table S7 (ESI†), glycerol-C3 as hydrogen bond donor and
arginine-O1 as hydrogen bond acceptor).

The interpenetration of van der Waals surfaces offers insight
into the sites and strength of interactions between molecules. It
is widely acknowledged that larger overlap regions signify
stronger interactions, as increased overlap of van der Waals
surfaces results in a larger contact area between molecules,
facilitating stronger electron cloud interactions.36 This aug-
mentation in attractive forces can influence molecular beha-
viour, such as adsorption and aggregation. Since the
penetration of van der Waals surfaces is within the hydrogen
bond formation region, in this study, we have quantified and
ranked the bond lengths of hydrogen bonds. The hydrogen
bond lengths studied in descending order, are 1.7 Å o 1.86 Å o
1.94 Å o 1.96 Å o 2.13 Å o 2.37 Å. Smaller bond lengths
correspond to greater stability, thus the hydrogen bond

stability, ranked from strongest to weakest, is as follows:
residue ID 107 4 184 4 181 4 99 4 199. Glycerol residue
ID 184 forms two stable hydrogen bonds with arginine, exhibiting
the highest stability; thus, the actual hierarchy of hydrogen bond
stability, based on hydrogen bond lengths, therefore, is from
strongest to weakest, is residue ID 184 4 107 4 181 4 99 4
199. This pattern closely resembles that depicted by the metrics of
number and occupancy of hydrogen bonds in Fig. 2 above. In
addition, as mentioned earlier, carbon can be involved in the
formation of hydrogen bonds, but the strength and stability of the
hydrogen bonds it forms are weaker due to the longer hydrogen
bond length of 2.37 Å. In contrast, the bond lengths of the
hydrogen bonds formed with the participation of N or O are less
than 2.15 Å.

Interfacial system

A rectangular box, as depicted in Fig. 5(a), was constructed for
interface analysis (model C), with dimensions of 15 nm along
the z-axis and 5 nm along the x- and y-axis. Within the box,
NaDESs were positioned at the centre, while CO2 was situated
on both ends. Due to the central symmetry of the entire system,
subsequent analysis was only conducted on one side of the box.
The normalized density profile is illustrated in Fig. 5(b). Fitting
the density profile with a tangent hyperbolic function allows for
determination of the interface thickness and the position of the

Fig. 5 (a) The gas–liquid–gas interface diagram for the simulation box of model C, (b) normalised density profile after energy minimization and system
set-up and (c) normalised density profile after NVT equilibrium and after the MD simulation.
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Gibbs dividing surface (GDS) (denoted by the green area and
red line in Fig. 5(c), respectively).

The density profile as a function of the z-direction, r(z), is
expressed by the following equation:

r zð Þ ¼ 1

2
rai þ rbi
� �

� 1

2
rai � rbi
� �

tanh
2 z� hð Þ

D

� �
(1)

In eqn (1) the variables rai and rbi represent the bulk densities of
substance i in the a-phase and b-phase, respectively. D denotes
the interfacial thickness, and h signifies the position of the
GDS. The interfacial thickness is estimated using the ‘‘90-10’’
criterion,37 which refers to the distance between the z-positions
where the density of NaDES changes from 10% to 90% of its
bulk density. In addition, the surface excess of CO2 can be
obtained via the fitted density distribution relative to the Gibbs
dividing surface of NaDES. Below, we investigate the impacts of
varying molar ratios of NaDESs, pressure (since it is an NVT
ensemble with a constant volume, changing the amount of CO2

can change the pressure of the system), and temperature on
CO2 adsorption, and hydrogen bonds.

CO2 adsorption

In Table 4, the Gibbs dividing surface is consistently positioned
around 10 nm in all systems. Surface excess analysis indicates
positive values across all systems, indicating CO2 adsorption at
the interface compared to NaDESs. The proportion of arginine
to glycerol in NaDESs shows no significant impact on surface
excess, indicating that CO2 is insensitive to NaDES composi-
tions. However, with increased pressure, there was a gradual
rise in surface excess, attributed to the heightened pressure
serving as a driving force for CO2 uptake, facilitating its entry
into the liquid phase through the interface. Conversely, an
increase in temperature leads to adverse effects on surface
excess. This is primarily due to the greater kinetic energy of
CO2 at high temperatures, causing it to predominantly exist in
the gas phase (NaDESs are in the liquid phase). Additionally, at
elevated temperatures, the weakening of hydrogen bonds
impedes the binding of CO2 to NaDESs.

Investigation into CO2 adsorption reveals minimal influence
from varying NaDES molar ratios and highlights pressure and
temperature as significant factors. High pressure intensifies
CO2 adsorption through heightened driving forces, mirroring
the increased surface excess. Conversely, higher temperatures
weaken hydrogen bonds within NaDESs, disrupting the bond-
ing network and facilitating CO2 movement and adsorption
between NaDESs. A higher quantity of CO2 adsorbers does not
necessarily translate to a higher adsorption rate. Analysis of
CO2 adsorption rates suggests minimal effects from NaDES
composition changes, while pressure and temperature exert
notable influences. Specifically, CO2 uptake decreases with
rising pressure, whereas temperature exhibits a positive corre-
lation with uptake. Despite increased CO2 adsorbed numbers at
higher pressures, the adsorption rate declines, indicating the
limited driving force of pressure. Conversely, the substantial
CO2 adsorbed numbers and uptake rate at elevated tempera-
tures imply high temperatures are favourable for CO2 uptake in

the temperature range studied. As CO2 adsorption progresses,
an increasing number of CO2 molecules form hydrogen bonds
with NaDESs. Consequently, the variation in the system’s
hydrogen bond count was initially investigated.

Following energy minimization, the evolution of hydrogen
bond counts involving CO2 in the system over time was
recorded, see Fig. 6. As follows, different NaDES compositions
and systems temperatures have minimal effect on the number
of hydrogen bonding interactions nor is the pressure signifi-
cant. During the MD simulations, the hydrogen bond count
reaches equilibrium for all trajectories, although more hydro-
gen bonds are counted under high-pressure conditions. This
suggests that under high pressure, more CO2 can be adsorbed
by NaDESs.

Subsequently, hydrogen bonding interactions that include
CO2 participation in the equilibrated system were further
analysed. As the system is symmetric along the z-axis, only
the right-hand-side compartment was examined. The number
of hydrogen bonds were calculated along the z-direction in 3 Å
bins. Fig. 7 illustrates the peak of hydrogen bonding in all
systems occurs near the Gibbs dividing surface at 10 Å, signify-
ing the highest CO2 concentration at the interface, where CO2 is
heavily adsorbed. While varying glycerol percentages in NaDESs
have minimal impact on hydrogen bond distribution in the z-
direction, pressure exerts a notable influence. To be more
specific, the peak of hydrogen bonding increased with increas-
ing pressure. This reflects that the high pressure provides a
driving force for CO2 adsorption, which promotes the aggrega-
tion of CO2 at the interface and subsequently enters the liquid

Table 4 Details of interfacial properties and CO2 adsorption

Systema
GBS
(nm)

Surface
excess, kg m�2

CO2

adsorbed
number

CO2

adsorbed
rate, %

Different molar ratio of arginine to glycerol
1A3G_200C_25 1C 9.86 440 63 31.5
1A4G_200C_25 1C 9.94 440 59 29.5
1A5G_200C_25 1C 9.88 343 59 29.5
1A6G_200C_25 1C 9.85 366 75 37.5
1A7G_200C_25 1C 10.11 481 71 35.5
1A8G_200C_25 1C 9.98 431 70 35
1A9G_200C_25 1C 10.06 312 115 57.5

Different number of CO2 molecules (pressure)
1A6G_50C_25 1C 9.91 67.3 28 56
1A6G_100C_25 1C 9.89 110 52 52
1A6G_200C_25 1C 9.85 366 75 37.5
1A6G_300C_25 1C 10.02 780 79 26.3
1A6G_400C_25 1C 10.01 1116 78 19.5

Different temperature
1A6G_200C_25 1C 9.85 366.2 75 37.5
1A6G_200C_40 1C 10.00 268.6 116 58
1A6G_200C_50 1C 10.09 203.0 121 60.5
1A6G_200C_60 1C 10.02 186.8 117 58.5
1A6G_200C_70 1C 10.21 141.8 148 74

a The nomenclature used for the systems, e.g., 1A3G_200C_25 1C, is as
follows: the first four digits represent the molar ratio of arginine (A) to
glycerol (G) in NaDES, the middle number represents the total number
of molecules of CO2 in the gas phase at the start of the simulation, and
the final number is the adsorption temperature in degrees Celsius.
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phase through hydrogen bonding. The effect of temperature
is also significant, with a pronounced increase in hydrogen
bonds in the liquid-phase region as temperature rises.
The higher quantity of hydrogen bonds in the liquid phase
reflects a larger amount of CO2 in the liquid phase, as CO2 is
primarily adsorbed into the liquid phase through hydrogen
bonding with NaDESs. Therefore, this observation reflects
that high temperatures in the temperature range studied
are favourable for CO2 diffusion and adsorption into the
liquid phase.

Next, the study focused on the types of atoms forming
hydrogen bonds with CO2. CO2 can only serve as a hydrogen
bond acceptor, whereas arginine and glycerol can act as hydro-
gen bond donors in interactions with CO2. Fig. 8 illustrates the
types and occupancy of hydrogen bond donors across different
systems, with only occupancies exceeding 95% considered. As
depicted in Fig. 8 all oxygen and carbon atoms in glycerol, along
with nitrogen atoms N1 and N4 in arginine, form stable hydro-
gen bonds with CO2 as hydrogen bond donors in all systems.

Fig. 6 The number of hydrogen bonds between NaDES and CO2 across
different systems as obtained as a function of time along the MD simula-
tion: (a) varied NaDES compositions, (b) different pressure conditions, and
(c) diverse temperature settings, counted by time.

Fig. 7 The number of hydrogen bonds between NaDES and CO2 across
different systems as obtained as a function of the z-direction of the MD
simulation box: (a) varied NaDES compositions, (b) different pressure
conditions, and (c) diverse temperature settings, counted by z-position.
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Notably, glycerol primarily engages in hydrogen bonding with
CO2, which is understandable given that NaDESs contain a
significantly higher proportion of glycerol compared to argini-
ne—glycerol content, namely at least three times that of argi-
nine. Consequently, L-arginine is largely bound by glycerol and
thus plays a lesser role in interactions with CO2.

Fig. 8(a) delves into the atomic types of hydrogen bond
donors involved in CO2 hydrogen bond formation across dif-
ferent NaDES components. All aforementioned atom types in
various NaDES components participate in hydrogen bond
formation as hydrogen bond donors (HBDs). Moreover, with
increasing glycerol proportion, a greater number of glycerol
atoms form stable hydrogen bonds with CO2, evidenced by the
rising occupancy of glycerol-involved atom types and the

declining occupancy of arginine-involved atom types. This
trend arises from glycerol’s tendency to bind with arginine
via hydrogen bonding, thereby limiting arginine’s capacity to
act as a hydrogen bond donor to interact with CO2.

Fig. 8(b) presents the impact of CO2 concentrations. At low
CO2 concentrations, hydrogen bonding donor interaction pri-
marily involves C1 and C3 atoms in glycerol; as CO2 levels rise,
O1 and C2 atoms in glycerol also engage in CO2 binding. With
further CO2 increases, O2 and O3 atoms in glycerol, as well as
N1 and N4 atoms in arginine, contribute to CO2 binding. This
phenomenon suggests that the carbon atoms of glycerol are
initially dominant in bonding due to their stronger hydrogen
bond donor characteristics, as indicated by the prominent red
area surrounding these atoms in Fig. 4(a). As the CO2 concen-
tration increases, all non-hydrogen atoms in glycerol become
involved, while at higher CO2 concentrations, also the N1 and
N4 atoms in L-arginine participate as hydrogen bond donors.

The temperature’s influence on hydrogen bond donor type
is substantial, as shown in Fig. 8(c). As temperature rises, both
the types and occupancy of HBDs involved in bonding increase.
This suggests that within the studied temperature range,
elevated temperatures prompt more atoms in arginine and
glycerol to engage in CO2 bonding, resulting in the formation
of more stable hydrogen bonds.

Several atoms within L-arginine and glycerol are implicated in
direct binding to CO2 and assist with its solvation patterns,
potentially altering the types of atoms involved in hydrogen bond
formation within NaDESs. Consequently, the subsequent analysis
delves into the atom types of these two substances engaged in
hydrogen bonding across different systems, as depicted in Fig. 9.
Here, the examination focuses solely on hydrogen bonding
between two substances, excluding bonding in the same species.
Moreover, given the robustness of the hydrogen bonding network
between arginine and glycerol, only stable hydrogen bonding
compositions with occupancies of 100% are discussed.

As illustrated in Fig. 9, O1, O2, and O3 in glycerol, along with
N1, N3, N4, O1, and C6 in arginine, participate as hydrogen
bond acceptors in the formation of stable hydrogen bonds
across all systems. Notably, unlike glycerol, where all oxygen
atoms can act as both hydrogen bond donors and hydrogen
bond acceptors, N2 and O2 in arginine solely function as
hydrogen bond donors, while O1 and C6 exclusively act as
hydrogen bond acceptors to form stable hydrogen bonds. This
distinction is corroborated by the data in Table S7, ESI†: with-
out N2 as a hydrogen bond acceptor and without O1 and C6 as
hydrogen bond donors, the maximum occupancy of O2 as a
hydrogen bond donor is 64.3%, while its maximum occupancy
as a hydrogen bond acceptor is only 16.2%. This highlights the
limited ability of O1 and C6 to function as hydrogen bond
donors, N2 as hydrogen bond acceptors, and O2 as weak
hydrogen bond acceptors. Furthermore, predominantly nitro-
gen and oxygen atoms serve as hydrogen bond donors or
hydrogen bond acceptors in both substances. However, C6 in
arginine can also act as a hydrogen bond acceptor in stable
hydrogen bond formation, primarily due to the presence of an
ESP minimum (�18.9 kcal mol�1) in its vicinity.

Fig. 8 Interactions between hydrogen bond donor (HBD) groups with
CO2 molecules across different systems: (a) HBD interactions toward CO2

in different NaDES concentrations, (b) HBD interactions toward CO2 under
different pressure conditions, and (c) HBD interactions toward CO2 in
diverse temperature settings, counted by atom types.
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Fig. 9(a) demonstrates that the varying components of NaDESs
exert a more pronounced effect on hydrogen bonding types in L-
arginine and glycerol than pressure and temperature. As the
percentage of glycerol in NaDESs increases, the diversity of stable
hydrogen bonds formed between arginine and glycerol
diminishes. This occurs because at low glycerol concentrations,
the surrounding glycerol is limited, and both large and small ESP
atoms participate in bonding. Additionally, the aforementioned
involvement of O2 atoms in arginine in stable hydrogen bond
formation as hydrogen bond acceptors when the glycerol content
is low. The type of atoms involved decreases as glycerol content
rises, as only large ESP atoms in glycerol take part in bonding due
to the high glycerol concentration surrounding arginine.

In Fig. 9(b), the types of stable hydrogen bonds formed
remain nearly constant as CO2 increases. Notably, the stability

of hydrogen bonds formed with the participation of C1 in
arginine decreases with rising CO2 concentration, with only
C6 as a hydrogen bond acceptor involved in stable hydrogen
bond formation at 300 1C and 400 1C. The influence of
temperature on the types of hydrogen bonds in arginine and
glycerol is also limited. This is because elevated temperatures
weaken hydrogen bond strength uniformly, as hydrogen bonds
are inherently weak interaction forces.

O–C–O angle in adsorbed CO2 solutions

Although CO2 is a linear molecule in the gas-phase, often upon
binding to metal centres or surfaces the O–C–O angle becomes
bent.38 Similarly, when CO2 is adsorbed into DESs, the oxygen
atoms of CO2 can participate in hydrogen bonding, which also
may influence the O–C–O bond angle. In particular, a recent
DFT study of Zolghadr et al.39 on CO2 adsorption into DESs
found that the bond angle of CO2 is slightly bent with values
ranging between 1751 and 1781. We, therefore, performed a
statistical analysis of the O–C–O bond angles of all CO2

molecules over the final 5 ns of the MD simulations across of
the various systems. Specifically, we checked whether the
geometric structure of CO2 changes due to the presence of
hydrogen bonds after the adsorption equilibrium has been
achieved. As can be seen from Fig. 10, regardless of the
composition of the DES, the selected temperatures or pressure,
the O–C–O bond angles are slightly distorted from linearity.
Thus, the O–C–O bond angle of the adsorbed CO2 is approxi-
mately 1751 on average and indicates that the CO2 molecule is
activated during the adsorption process.

Radial distribution function analysis

To gain further insight into the structure and properties of the
NaDES compounds, we calculated the radial distribution func-
tion (RDF) for the interactions between different species using
the TRAVIS software package.40 In particular, the RDF in a
system composed of a DES formed by arginine and glycerol at a
molar ratio of 1 : 6 that contains 200 CO2 molecules was
investigated. The distribution function of the DES atoms
around the oxygen atoms of CO2 is shown in Fig. 11. As follows
from Fig. 11, the RDF peak positions of the oxygen atoms in
both arginine and glycerol are similar and located at less than
0.35 nm. By contrast, the RDF peak for nitrogen atoms in
arginine appears around 0.4 nm. This suggests that the inter-
actions between the oxygen atoms in DES and CO2 are stronger
than those between the nitrogen atoms and CO2. It is well
known that peak positions between 0.26 nm and 0.35 nm
indicate hydrogen bonding, while positions between 0.35 nm
and 0.5 nm suggest van der Waals interactions.41 As such, the
RDF patterns indicate that CO2 primarily interacts with the
oxygen atoms of DES via hydrogen bonding.

Further analysis of the RDF reveals that the peak for atom
O2 of arginine is the highest, which implicates that the atom
acts as a strong hydrogen bond donor in arginine. This is
consistent with the analysis discussed above in Fig. 4(b), where
atom O2 is associated with a large electrostatic potential with a
value of 53.6 kcal mol�1. As such, atom O2 in L-arginine

Fig. 9 The number of hydrogen bond acceptor types between L-arginine
and glycerol across different systems: (a) as a function of different NaDES
compositions, (b) as a function of pressure, and (c) as a function of
temperature.
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interacts as a strong hydrogen bond donor. On the other hand,
for glycerol the O3 peak is the highest, which suggests that it
contributes significantly to CO2 adsorption. As shown in
Fig. 4(a), although the maximum value of the electrostatic
potential of 54.65 kcal mol�1 occurs nearby atom O2, it can also
act as a strong hydrogen bond acceptor (�27.56 kcal mol�1).
Therefore, atom O3 will be preferred as hydrogen bond donor
over atom O2 in glycerol-CO2 mixtures, as it interacts more
effectively with CO2.

Analysis of the RDF for the nitrogen atoms of arginine shows
that the N4 atom of arginine gives the highest peak in the RDF
spectrum among the nitrogen atoms and is the second highest
overall. This implies that the N4 atom of arginine will form a
strong hydrogen bond as donor. The conclusion is in line with
the electrostatic potential analysis reported above in Fig. 4(b),
where two electrostatic potential maxima are observed near N4,
and the entire N4 region is surrounded by red electron-deficient
areas, which gives further support on its strong hydrogen bond
donor ability.

Conclusions

In this study, we conducted a comprehensive investigation into
the role of hydrogen bonding in carbon dioxide uptake in
NaDES through molecular dynamics and quantum mechanics
simulations. Our results reveal that both arginine and glycerol
contain multiple atoms that can serve as hydrogen bond donors
and hydrogen bond acceptors, with arginine mainly acting as
the hydrogen bond acceptor and glycerol as the hydrogen bond
donor. During the CO2 capture process, the role of atoms in
NaDES as hydrogen bond acceptors is influenced more by the
molar ratio of the substances than by the system’s temperature
and pressure, whereas the hydrogen bond donors are unaf-
fected by molar ratio, temperature, or pressure. Additionally,
both arginine and glycerol provide hydrogen bond donors for
CO2 adsorption, with glycerol being the predominant contri-
butor. The type of hydrogen bond donor atom is primarily
influenced by the CO2 concentration (expressed as system
pressure in the NVT ensemble), with limited impact from the
system’s composition or temperature. In summary, our study
provides new insights into the role of hydrogen bonding in
NaDES for CO2 uptake, contributing to their understanding,
which can boost design and development of these systems as
effective CO2 capture solutions.

Fig. 10 The O–C–O angle (in 1) of CO2 molecules obtained in a NaDES
systems: (a) under variable NaDES composition, (b) under different pres-
sure conditions, and (c) under diverse temperature settings.

Fig. 11 RDFs between the O atom of CO2 and the O or N atoms of DES
(molar ratios of arginine versus glycerol is 1 : 6, temperature is 25 1C, 200
CO2 molecules are used to be adsorbed).
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