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Covalent photofunctionalization and electronic
repair of 2H-MoS2 via nitrogen incorporation†
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A route towards covalent functionalization of chemically inert 2H-MoS2 exploiting sulfur vacancies is

explored by means of (TD)DFT and GW/BSE calculations. Functionalization via nitrogen incorporation at

sulfur vacancies is shown to result in more stable covalent binding than via thiol incorporation. In this

way, defective monolayer MoS2 is repaired and the quasiparticle band structure as well as the

remarkable optical properties of pristine MoS2 are restored. Hence, defect-free functionalization with

various molecules is possible. Our results for covalently attached azobenzene, as a prominent photo-

switch, pave the way to create photoresponsive two-dimensional (2D) materials.

1 Introduction

Molybdenum disulfide (MoS2) and other transition metal dichal-
cogenides (TMDCs) have attracted widespread attention over the
last decade in the field of two-dimensional (2D) materials. Similar
to graphene, atomically thin sheets of the layered van der Waals
crystals can be exfoliated mechanically, which, in the monolayer
(ML) limit, possess a direct band gap and exhibit strong photo-
luminescence (PL), which is in the visible range for MoS2.1,2

TMDCs are therefore promising materials for potential applica-
tions in optoelectronic devices.3,4

Covalent chemical functionalization is critical to robustly tailor
the electronic and optical properties of nanomaterials and to give
them new functionalities required for various applications. MoS2

in its stable semiconducting 2H-phase is chemically inert due to
the lack of dangling bonds in the basal plane. Therefore sulfur
vacancies, the predominant type of defect5 in mechanically exfo-
liated and chemical vapor deposition (CVD) grown MoS2 with the
lowest formation energy,6,7 are used as reactive centers for the
attachment of nucleophilic functional groups, mostly thiols.8–12

This yields a hypervalent structure as the sulfur atom of the
deprotonated thiol-group fills the vacancy and binds to the three

surrounding Mo atoms and the molecular rest. Recently, other
protocols for covalent functionalization via carbon–sulfur-bonding
were also developed.13–15

The reactivity of sulfur vacancies in MoS2 has been long
known and exploited to catalyze hydrodesulfurization,16 and
dissociation of the C–S bond at sulfur vacancies has been
shown for different alkanethiols.12,17,18 Elimination of defects
is crucial to improve optical and transport properties of
TMDCs. This has been achieved by treatment with acids19,20

and thiol-containing molecules. The decomposition of thiol
derivatives can be triggered by electrical stimulation18 and
thermal annealing13,21,22 for the purpose of filling and repair-
ing surface defects. However, theoretical investigations contro-
versially debate the stability of the C–S bond.23,24

Amino acids have been shown to induce simultaneous
exfoliation and covalent functionalization of 2H-MoS2. XPS
measurements and density functional theory (DFT) calculations
suggest that the –NH groups bind at S-vacancies.25,26

Covalent functionalization using light-switchable molecules
provides, for instance, the opportunity to interactively and
reversibly alter the surface’s electrical and optical properties.
Azobenzene (AB) derivatives have been widely studied and
applied in photoresponsive devices exploiting their light-
induced isomerization accompanied by a pronounced change
in molecular properties such as length or dipole moment.27,28

Photo-tunable doping with proximal azobenzene derivatives
alters the photoluminescence properties of monolayer MoS2.29

In this work, ab initio calculations are performed to inves-
tigate the potential of nitrogen incorporation for defect-free
functionalization of MoS2. DFT binding energies are calculated
to analyze the stability of the functionalized monolayer. Band
structures and UV-vis absorption spectra based on the GW/BSE
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approach within the LDA+GdW approximation30,31 reveal the
electronic and optical properties.

2 Computational details
2.1 Geometry optimizations

Geometry optimizations used an in-house modified version of
CPMD 3.15.132 using a plane-wave basis with 70 Ry cutoff
energy, the PBE density functional33 and normconserving
Goedecker–Teter–Hutter pseudopotentials.34–36 van der Waals
interactions were included by employing D3 dispersion correc-
tion with Becke–Johnson damping (BJ).20,37–39 The 2D geome-
tries in this work are calculated using hexagonal periodic
boundary conditions with a 29 Å lattice constant vertical to
the surface. The experimental value40 of 3.16 Å was used for the
MoS2 lattice constant. The Brillouin zone was sampled by a
Monkhorst–Pack mesh41 of 9 � 9 � 1 k-points and its equiva-
lent for larger supercells. For example, for the 3 � 3 MoS2

supercell a 3 � 3 � 1 k-grid was used. Geometry optimizations
were considered converged when all ionic forces were below 5�
10�4 a.u. For potential energy bond scans, harmonic restraint
potentials with a force constant of 3 a.u. were added to enforce
a given bond length. Restrained geometry optimizations are
carried out at the G-point using a 5� 5 MoS2 supercell, which is
large enough to neglect interactions between molecules in
neighboring unit cells. For large supercells, the energy discre-
pancy due to coarse k-sampling is small, especially for the
energy differences calculated in this work.

2.2 GdW/BSE calculations

The DFT(LDA) eigenvalues and eigenvectors needed for the
LDA+GdW calculations30,31 were calculated using a basis of
localized Gaussian orbitals (for detailed information see ESI†).
Spin–orbit interaction was taken into account via norm
conserving and separable pseudopotentials.42–44 All band
structure calculations employed a 3 � 3 MoS2 supercell, i.e. a
9.48 Å � 9.48 Å � 29 Å cell. Quasiparticle energy calculations
used a 6 � 6 � 1 k-grid in the first Brillouin zone, which
corresponds to a 18 � 18 � 1 k-grid for a 1 � 1 MoS2 unit cell,
and an energy cutoff of the auxiliary plane wave basis of 2.5 Ry.
The Bethe–Salpeter equation (BSE) was solved for four valence
and six conduction bands and its equivalent for larger super-
cells. The exchange part of the electron–hole interaction kernel
is calculated using a Gaussian basis set to handle the strongly
localized molecular orbitals efficiently.

2.3 TDDFT calculations

For time-dependent DFT (TDDFT) calculations, the CP2K 6.1
program package45 was utilized, which employs a mixed Gaus-
sian and plane-wave basis set. A TZVP (DZVP-SR for Mo) basis
set46 and a plane-wave cutoff of 450 Ry were chosen together
with the PBE functional. Optical spectra were computed via the
linear-response (LR) TDDFT formalism in the Tamm–Dancoff
approximation.47 Absorption was calculated for a 6 � 6 � 1
MoS2 supercell at the G-point. All virtual orbitals were included

in the calculation of the first 1000 excited states. An artificial
Lorentzian function of 0.035 eV half-width is applied to the
excitation energies to simulate the broadening in experimental
measurements.

2.4 Visualisation

Molecular structures and orbitals were visualized using ADF
2018.20648 and VMD.49

3 Results and discussion
3.1 Optimized geometries

Fig. 1 shows the optimized geometries of the systems we
studied and compared. Although we consider low-energy struc-
tures in vacuum only, calculations of this type have proven
valuable for predictions of measurements under realistic
experimental conditions.20,50 Most publications on the functio-
nalization of the basal plane of 2H-MoS2 (Fig. 1a) discuss
bonding between a surface sulfur atom and a carbon atom of
the attached molecule. Fig. 1d shows how MoS2 can be func-
tionalized with azobenzene in this way. In our work, an alter-
native linkage via Mo–N–C is studied, where a sulfur vacancy
(Fig. 1b) is filled with a nitrogen atom, which binds not only to
the three surrounding molybdenum atoms but additionally
needs another single bond to be saturated. Saturation can be
achieved with hydrogen (Fig. 1c), in the simplest case, or other
molecules such as azobenzene (Fig. 1e and f).

In a pristine MoS2 monolayer, the calculated Mo–S distance
is 2.40 Å, which is in good agreement with experimentally
measured value of 2.42 Å.40 Attaching azobenzene to a sulfur
atom leaves the position of Mo and S atoms almost unchanged.
The C–S bond length is 1.81 Å. NH (Fig. 1c) binds to the three

Fig. 1 Optimized geometries: (a) MoS2 ML, (b) with sulfur vacancy, (c) with
NH, (d) with trans-azobenzene (AB), (e) with trans-aminoazobenzene
(AAB), (f) with cis-AAB in the vacancy. Note that the systems are fully
periodic, for a top view see e.g. Fig. 3a.
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neighboring Mo in equal distances of 2.10 Å in a vertical
orientation to the basal plane. Replacing the hydrogen atom
with azobenzene (Fig. 1e) slightly breaks the threefold symme-
try, the N–Mo distances being 2.17 Å, 2.19 Å and 2.19 Å. The
N–C bond is again oriented vertically, with a bond length of
1.46 Å, which is significantly larger than the 1.39 Å in the amino
group of isolated aminoazobenzene (AAB), and almost as long
as the C–N bond in methylamine with 1.48 Å, for example.

3.2 Binding energies

The binding energy for amino-containing molecules is calcu-
lated as follows:

Eb = �EML(vac) � Emol + EML+mol + EH2 (1)

where EML(vac), Emol and EML+mol are the total energies of the ML
with a sulfur vacancy, the isolated molecule, and the functio-
nalized monolayer, respectively. As two hydrogen atoms have to
be removed from the amino group during the functionalization
process, they are added to the product side as an isolated
hydrogen molecule with total energy EH2. To obtain a compar-
able value Eb for S–C-bonded molecules, the educts are a ML
with a sulfur vacancy and a thiol-containing molecule. As only
one hydrogen atom has to be removed from the thiol group, the
binding energy is given by

Eb ¼ �EMLðvacÞ � Emol þ EMLþmol þ
1

2
EH2

: (2)

The sulfur vacancy can also be filled by oxygen.20 Therefore,
eqn (2) can be applied to hydroxy-containing molecules. In
Table 1, the binding energies per molecule are reported for
different chemical species (for a graphical representation of the
corresponding chemical reaction including optimized geome-
tries see Fig. S3–S9, ESI†). Both Mo–N and S–C type functiona-
lizations are exothermic, as the Mo dangling bonds at the
vacancy site are saturated.

Breaking the C–S bond in hypervalent functionalized sys-
tems gives pristine ML. The reaction energy for the repair of the
sulfur vacancy can be calculated as

Er ¼ �EMLþmol �
1

2
EH2
þ EML þ Emol-thiol (3)

where EML is the total energy of the pristine ML, and Emol-thiol

now is the molecule without the thiol group. For methanethiol
the energy gain is �1.99 eV (see Fig. S10, ESI†) and for
p-thioazobenzene it is �1.80 eV (see Fig. S11, ESI†). Hence,
the repair mechanism for C–S type binding is exothermic,

which is in agreement with other published findings.21,24

Similar behavior can be noted for binding via an oxygen
atom within the sulfur vacancy. Breaking the C–O bond
gives Er =�2.09 eV for p-hydroxyazobenzene (see Fig. S12, ESI†).

Furthermore, we can probe the stability of the adsorbate
with respect to rupture of the C–X bond, where X = (N, S, O) is
the atom filling the sulfur vacancy, by potential hypersurface
scans. For azobenzene bound via N, the energy rises steeply
with increasing N–C distance, with the asymptotic limit being
around 3 eV (Fig. 2). In contrast, hypervalent binding via sulfur
or oxygen gives much flatter bond scans with maximum values
of approximately 0.5 eV, i.e. thermodynamically accessible
energy, which has been confirmed experimentally during ther-
mal annealing.13,21,22 Thus, functionalization via N results in
much higher stability than functionalization via O or S. The
main difference between bonding via the chalcogens or nitro-
gen is that, in the former case, there is an odd number of
electrons which gives pristine ML and an azobenzene radical
after bond breaking. For nitrogen bonding, which is described
by an even number of electrons, removing the molecule results
in two dangling bonds – both at the nitrogen, which is left
within the ML, and at the molecular rest.

3.3 Electronic band structure

The DFT(LDA) band structures corresponding to the different
functionalization types (Fig. 1) are calculated using a 3 � 3
MoS2 ML supercell and the respective 2D surface Brillouin zone
(Fig. 3a). In the LDA band structure of the pristine ML (Fig. 3b),
there is a direct gap of 1.74 eV at �G, which contains (due to
backfolding) the %K-point of the 1 � 1 unit cell. DFT(LDA) is
known to underestimate the band gap, but as the dispersions
are reproduced well in most cases, the DFT calculations can be
used as a starting point for more accurate methods based on
many-body perturbation theory.

Sulfur vacancies are the predominant type of defect in
MoS2.5–7 If a sulfur atom is missing, defect states appear within
the band gap (Fig. 3c) that are located at the sulfur vacancies.50

In our calculation these states are not completely flat, which is
due to interactions between neighboring vacancies. For one
vacancy in each 3 � 3 supercell, the distance between neighbor-
ing defect sites is only 9.48 Å.

Table 1 Binding energies Eb to a MoS2 5 � 5 supercell

Molecule Binding type Eb (eV)

Methanethiol C–S �1.57
p-Thioazobenzene C–S �1.46
p-Hydroxyazobenzene C–O �0.24
Ammonia Mo–N �1.73
Methylamine Mo–N �2.03
p-Aminoazobenzene Mo–N �1.13
Glycine Mo–N �1.12

Fig. 2 Total DFT energy differences for a 5 � 5 MoS2 supercell with AB
attached at an atom of type X = (N/S/O) filling a sulfur vacancy. Geometries
were optimized with restrained C–X distance.
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The dangling bonds at a sulfur vacancy can be saturated by
inserting imino (NH) in the vacancy. Compared to the defective
ML, the defect states disappear and the band structure deviates
only slightly from pristine ML in the shown energy range
(Fig. 3d). The type of bonding is similar for atomic nitrogen
(compare geometries in Fig. S15 and charge density differences
in Fig. S16, ESI†). Yet, in the deprotonated case there is a
defect band above the ML valence bands in our DFT calculation
(Fig. S17, ESI†), which can be exploited for p-type doping.6,51,52

In contrast, NH3 only weakly bonds to the surface53 which
is reflected by large Mo–N bond lengths (Fig. S15, ESI†)

and multiple defect states within the MoS2 band gap
(Fig. S17, ESI†).

For AAB bound via Mo–N, the gap between the ML bands is
reduced by 0.09 eV compared to the pristine ML (Fig. 3e). The
main difference between MoS2 functionalized with trans-AAB
and cis-AAB can be found in the molecular orbitals (see the flat
bands in Fig. 3e and Fig. S20, ESI†). In Fig. 4a, the band
structures for the isolated molecules are compared with the
functionalized ML. Orange points indicate the result of a
Mulliken analysis,54 their size reflecting to what extend the
wave functions are located at the molecule. The valence band
maximum (VBM) corresponds to the highest occupied molecu-
lar orbital (HOMO) of AAB which is mostly formed by electrons
at the NQN double bond (Fig. S18, ESI†). The other molecular
orbitals can also be identified in the band structure of the
functionalized system.

Attaching AB to the ML via C–S bond introduces states
within the band gap of the ML (Fig. S13, ESI†). These states
are located at the C–S bond and the Mo atoms below as
presented in the density isosurface plotted in Fig. S14 (ESI†).
Detailed analysis of the band structure and calculated absorp-
tion of C–S functionalized MoS2 can be found in the
literature.13,55–57 In this work, we focus on the electronic
structure of MoS2 functionalized by insertion of nitrogen into
a sulfur vacancy.

Based on the DFT(LDA) calculations the GW method in the
LDA+GdW approximation is employed to calculate the
so-called quasiparticle corrections. In LDA+GdW calculations
the HOMO–LUMO gap of isolated molecules increases. In the
case of trans-AAB from 1.9 eV to 5.9 eV. In all calculations, the
LDA+GdW Hamiltonian was diagonalized, therefore the final

Fig. 3 (a) Geometry of a 3 � 3 supercell (with cis-AAB as an example) and
the corresponding 2D Brillouin zone (BZ). (b)–(e) LDA band structures are
calculated between the points of high symmetry (blue path in the BZ).
The band structure of pristine ML is shown in blue. The valence band
maximum of the ML is set to 0 eV to allow for better comparison. The
highest occupied (occ) band of the functionalized system is labeled.

Fig. 4 Population analysis for trans-AAB-ML bandstructures in Fig. 3e and
5d: the size of the orange points is proportional to the part of the wave
function stemming from C/N/H atoms. The valence band maximum of the
ML is set to 0 eV. The highest occupied (occ) band of the functionalized
system is labeled. (a) LDA band structures of AB (left), AAB (center) and
trans-AAB-ML (right). (b) LDA+GdW band structures of trans-AAB-ML.
Note the different energy scales.
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quasiparticle wave functions are linear combinations of the
DFT wave functions. This is important as the molecular and ML
orbitals are hybridized and the quasiparticle corrections are
different for molecular and MoS2 states. The hybridization
hinders the determination of the energy difference between
HOMO and lowest unoccupied molecular orbital (LUMO) for
the trans-AAB-ML system (Fig. 4b). The HOMO is roughly 0.5 eV
lower in energy than the ML VBM, and the LUMO is at around
3 eV. Hence, the HOMO–LUMO gap is smaller than the gap of
the isolated molecule, which is due to the screening of the ML.
The molecule itself increases the polarizability of the environ-
ment surrounding the ML and hence the band gap is reduced
by 0.2 eV compared to the pristine ML (Fig. 5a and d). The gap
is 0.03 eV lower if the bound AAB changes from trans to cis
configuration (Fig. S21, ESI†). For MoS2, the band dispersion is
reproduced reasonably well in LDA, but the band gap of the ML
increases from 1.74 eV in LDA to 2.73 eV in LDA+GdW.‡ This is
roughly four times less pronounced compared to the AAB
states, because in the ML additional charges can be screened
more efficiently by polarization of the surrounding electron
density.

For the ML with vacancy (Fig. 5b) and NH-functionalization
(Fig. 5c) a similar band gap widening can be noted.

3.4 Optical properties

Fig. 6 shows the absorption spectra calculated using GdW/
BSE. The pristine MoS2 ML has two characteristic spin–orbit-
split absorption peaks, A and B, at 2.13 eV and 2.29 eV. If one
sulfur atom is missing, there are multiple peaks at lower
energies. For larger supercells, i.e. larger distances between
two vacancies, these excitations converge to one absorption
peak at approximately 1.8 eV.58 They can be attributed to
transitions into the defect states within the band gap. Filling
the vacancy with NH repairs the defects and low-lying transi-
tions disappear. The excitations are slightly broadened and
shifted by approximately �0.03 eV (8 nm) compared to
pristine ML. If the ML is functionalized with AAB, all peaks
are broadened. The energy shift for the A exciton is �0.04 eV
compared to pristine MoS2. In the shown energy range there
is only one transition originating from the molecular HOMO.
It is located at 2.00 eV with very small oscillator strength,
which can be identified as the HOMO–LUMO excitation of
(amino-)azobenzene. The excitation energy is significantly
smaller than the experimental value, which is roughly
2.7 eV.59 The difference is mostly due to the small unit cell. For
gas-phase AAB in a 3 � 3 supercell (without Mo and S atoms),
the first excited state of the molecule is at 2.14 eV. For cis-AAB
binding to the surface decreases the energy of the HOMO–
LUMO excitation by 0.21 eV. A thorough investigation of
this effect requires a larger supercell, but it is computation-
ally extremely demanding to study the intramolecular transi-
tions for this system, as a vast number of MoS2-type bands

have to be included to take into account a sufficient number
of AAB-type bands. This problem is exacerbated for larger
supercells.

Isomerization in AB derivatives proceeds via excited electro-
nic states, therefore these states have to be analyzed in detail in
order to probe the switchability of AB derivatives attached

Fig. 5 LDA+GdW band structures for 3 � 3 supercells. The pristine ML is
shown in blue. The valence band maximum of the ML is set to 0 eV to allow
for better comparison. The highest occupied (occ) band of the functio-
nalized system is labeled.

Fig. 6 Exciton absorption spectrum (GdW/BSE) of pristine MoS2 mono-
layer (ML), with sulfur vacancy (Vac), NH and trans-aminoazobenzene
(AAB) in a vacancy.

‡ As polarisation effects are included in LDA+GdW more vacuum is needed
between the layers to exactly calculate the band gap. The gap is approximately
0.2 eV larger for infinite interlayer distance, i.e. 2.9 eV.31
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to MoS2. Since they are based on two-point functions only, LR-
TDDFT calculations in the adiabatic approximation are less
costly and analytical nuclear forces are widely available. TDDFT
with GGA functionals is known to underestimate excitation
energies in semiconducting solids,60 but here, we focus on the
influence of the covalently bound surface on the intramolecular
excitations. Spin–orbit coupling (SOC) is neglected to further
reduce the computational effort. The splitting into A and B
exciton is due to SOC as one can see when comparing the BSE
results with and without SOC (see Fig. 7). The energy for the
first excitation(s) is too high in BSE, whereas it is too low in
TDDFT, compared to the experimental value of about 1.97 eV.61

In both BSE and TDDFT, this excitation is a transition from the
valence band maximum with Mo-dxy/dx2�y2 type to the conduc-
tion band minimum with Mo-dz2 type.

For isolated AAB, the lowest TDDFT excitations are at
2.33 eV and 2.45 eV for trans and cis, respectively. The AAB-
functionalized ML shows additional peaks compared to pristine
MoS2 (see Fig. 8). For ML + trans-AAB the intramolecular HOMO–
LUMO transition can be identified at 2.33 eV. The absorption
spectrum is very similar to the pristine ML, but there is an
additional peak at 1.62 eV, which is an excitation from the
molecular HOMO�1 to the lowest MoS2 state. This excitation
energy from molecule to ML is likely to be underestimated as
TDDFT with GGA functional PBE struggles with charge transfer
excitations.§ For ML + cis-AAB the HOMO–LUMO excitation energy
cannot be determined exactly as hybridization of the LUMO with
MoS2 conduction bands splits the excitation into many transitions
with different energies. The small peak at 2.0 eV is a charge
transfer excitation from molecule to ML.

The analysis of the TDDFT spectra reveals two challenges
for ab initio simulations of the first excited intramolecular
excitation: (1) hybridization makes it difficult to identify
the excitation of interest and treat it separately. (2) Errors
in the ordering of excited potential energy surfaces
falsifies excited states molecular dynamics when using GGA
functionals.

4 Conclusions

We have demonstrated defect-free functionalization of MoS2

via incorporation of nitrogen atoms at sulfur vacancies.
Increased stability of N–Mo bound azobenzene as opposed to
common C–S bonding is demonstrated by DFT calculations.
Defect states within the band gap of monolayer MoS2 are
removed by our functionalization approach. This is verified
by LDA+GdW band structure calculations. Photoabsorption of
functionalized MoS2 resembles that of pristine ML as shown by
GdW/BSE. Hence, our work shows that MoS2 can be functiona-
lized while keeping its remarkable properties. Stable attach-
ment of azobenzene derivatives is the key to photoresponsive
2D materials with exciting optical properties.

In this work, we solely focus on point defects. For other types
of defects,62–66 restoring the electronic band structure of pris-
tine MoS2 by functionalization is more challenging and will be
the subject of future studies.

As far as the photoswitchability of covalently attached AAB
on MoS2 is concerned, theoretical treatment within LR-TDDFT
faces the problem that, due to mixing between molecular and
substrate orbitals, it is impossible to single out one particular
excited state in which photoisomerization proceeds. An inves-
tigation of switching efficiency would thus require a nonadia-
batic dynamical treatment taking into account a large manifold of
excited states. Due to the charge transfer character of many relevant
states, a hybrid functional (possibly range-separated) would have to
be used to ensure the correct state ordering. All in all, this would,
however, entail an enormous computational cost.
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Fig. 7 Absorption spectra calculated using GdW/BSE and TDDFT. The
splitting into A and B exciton is due to spin–orbit coupling (SOC).

Fig. 8 TDDFT spectra of pristine ML, and of MLs functionalized with AAB
in trans and cis configuration. Absorption of isolated cis-AAB is shown for
comparison. trans-AAB is not shown, as the excitation at 2.32 eV has very
small oscillator strength.

§ Unfortunately, the use of (range-separated) hydrid functionals is computation-
ally prohibitive in this case.
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and M. Rohlfing, Phys. Rev. B, 2018, 98, 155433.

32 CPMD, http://www.cpmd.org/, Copyright IBM Corp
1990–2015, Copyright MPI für Festkörperforschung Stutt-
gart 1997–2001.

33 J. P. Perdew, K. Burke and M. Ernzerhof, Phys. Rev. Lett.,
1996, 77, 3865.

34 S. Goedecker, M. Teter and J. Hutter, Phys. Rev. B: Condens.
Matter Mater. Phys., 1996, 54, 1703.

35 C. Hartwigsen, S. Gœdecker and J. Hutter, Phys. Rev. B:
Condens. Matter Mater. Phys., 1998, 58, 3641.

36 M. Krack, Theor. Chem. Acc., 2005, 114, 145.
37 S. Grimme, J. Antony, S. Ehrlich and H. Krieg, J. Chem. Phys.,

2010, 132, 154104.
38 S. Grimme, S. Ehrlich and L. Goerigk, J. Comput. Chem.,

2011, 32, 1456.
39 D. G. Smith, L. A. Burns, K. Patkowski and C. D. Sherrill,

J. Phys. Chem. Lett., 2016, 7, 2197.
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faces, 2019, 11, 26228.
66 J. Xie, et al., Adv. Mater., 2013, 85, 5807.

Paper PCCP

Pu
bl

is
he

d 
on

 1
3 

A
go

st
i 2

02
1.

 D
ow

nl
oa

de
d 

on
 2

3/
07

/2
02

5 
20

:1
2:

29
. 

View Article Online

https://doi.org/10.1039/d1cp02313f



