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Major atmospheric oxidants (OH, O3 and NO3) dominate the atmospheric oxidation capacity, while H2SO4 is

considered as a main driver for new particle formation. Although numerous studies have investigated the

long-term trend of ozone in Europe, the trends of OH, NO3 and H2SO4 at specific sites are to a large

extent unknown. The one-dimensional model SOSAA has been applied in several studies at the SMEAR II

station and has been validated by measurements in several projects. Here, we applied the SOSAA model

for the years 2007–2018 to simulate the atmospheric chemical components, especially the atmospheric

oxidants OH and NO3, as well as H2SO4 at SMEAR II. The simulations were evaluated with observations

from several shorter and longer campaigns at SMEAR II. Our results show that daily OH increased by

2.39% per year and NO3 decreased by 3.41% per year, with different trends of these oxidants during day

and night. On the contrary, daytime sulfuric acid concentrations decreased by 2.78% per year, which

correlated with the observed decreasing concentration of newly formed particles in the size range of 3–

25 nm with 1.4% per year at SMEAR II during the years 1997–2012. Additionally, we compared our

simulated OH, NO3 and H2SO4 concentrations with proxies, which are commonly applied in case

a limited number of parameters are measured and no detailed model simulations are available.
Environmental signicance

The atmospheric oxidants (OH, O3 and NO3) are crucial in the oxidation processes of CH4, CO, SO2, etc., and play a signicant role in climate forcing and
environmental processes. By using a process-based model with comprehensive datasets at a boreal forest measurement station, this study provides a long-term
trend analysis of these atmospheric oxidants, which gives an insight into (1) how the atmospheric oxidation capacity evolves in a boreal forest background and
(2) what are the local changes in the environment.
1. Introduction

Understanding the atmospheric oxidants (OH, O3 and NO3),
their reactions and related processes is important as they are
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the main “cleaning protagonists” of the atmosphere. Many
trace gases such as methane (CH4), volatile organic compounds
(VOCs), nitrogen oxides (NOx ¼ NO + NO2) and sulfur dioxide
(SO2) are removed from the atmosphere by oxidation reactions.
During the day, the hydroxyl radical (OH) is the dominant
oxidant produced by photochemical processes in the tropo-
sphere.1 Since there is no sunlight at night, the nighttime
concentration of OH is signicantly lower and other oxidants
dominate: ozone (O3), during the daytime, is formed by OH
radical reactions with VOCs in the presence of NOx, and the
nitrate radical (NO3) is generated mainly by the reaction of NO2

with O3.2–5 In general, OH is considered to contribute the most
to the atmospheric oxidation capacity,6–10 while O3 and NO3 play
a minor but nonetheless signicant role.11 Oxidation of VOCs by
OH, O3 and NO3 affects air quality and climate, as well as
regional and global budgets of reactive nitrogen, ozone, and
secondary organic aerosols (SOAs).12–15
Environ. Sci.: Atmos., 2021, 1, 449–472 | 449
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According to the latest global chemistry-transport model
simulations, which used state-of-the-art new particle formation
(NPF) parameterizations from the cloud chamber experiments
in CERN,16,17 around 96% (ref. 18) or 100% (ref. 19) of the
present-day NPF can be explained by H2SO4 clustering with
ammonia, ions or organic compounds. Roldin et al. (2019)15

very recently observed NPF by considering sulfuric acid together
with ammonia and/or ELVOCs during two periods in spring
2013 and 2014. Hence it is crucial to know the concentrations of
H2SO4 for all NPF analyses and how they have changed in the
past and will change in the future.

As biogenic sources dominate the global atmospheric VOC
budget,20,21 it is important to understand the dynamics of
biogenic emissions and their consequences to atmospheric
processes. The boreal zone is the world's second largest forest
region, aer tropical forests,22,23 and boreal vegetation is
dominated by evergreen coniferous trees that produce signi-
cant amounts of biogenic VOCs (BVOCs), mainly isoprene
(C5H8), monoterpenes (C10H16) and sesquiterpenes
(C15H24).24–26 Studies of the OH-reactivity in forest canopies have
suggested large emissions of unknown reactive BVOCs.9,27,28

Studies on long-term trends of oxidants can provide an
insight into how the atmospheric oxidation capacity evolves
against the background of climate and local changes in the
environment. Several studies have investigated the trends of
atmospheric oxidants in Europe. In their studies, Wilson et al.
(2012)29 and Yan et al. (2018)30 showed a general decreasing
trend in ozone concentrations due to the decrease in NOx-
emissions. Numerous studies have investigated global OH
trends using chemical transport models or retrieval of remote
sensing of methylchloroform (CH3CCl3, MCF).31–33 Prinn et al.
(2001)32 predicted an overall global negative average OH trend of
�0.64% per year between 1978 and 2000, whereas in a newer
study, Montzka et al. (2011)34 found a small interannual OH
variability, indicating that global OH is generally well buffered
against perturbations. In situ long inter-annual OH measure-
ments are relatively rare. However, one study by Rohrer et al.
(2006)35 showed that there was no trend in the level of OH in the
Hohenpeissenberg data set during the studied period 1999–
2003 (estimated the annual trend to be less than �2.5% per
year) and that there was a positive correlation (r ¼ 0.941)
between OH and the photolysis frequency of ozone, J(O1D).
Long term trends of NO3 are rarely studied, and only a few
modelling studies on the long-term NO3 trend exist.36

A considerable number of eld campaigns, in which OH
concentrations were measured, have been compared to the
results of modelling simulations.37–39 Most modelling studies
reproduced the OH concentration within the uncertainty range
of the OH measurements, including clean40–45 and urban
areas.46–51 At the Station for Measuring Ecosystem – Atmosphere
Relation (SMEAR II),52 located in Hyytiälä, Finland, OH
concentrations were measured in two campaigns: European
Integrated project on Aerosol, Cloud, Climate, and Air Quality
Interactions (EUCAARI, 2007–2010)53 and Hyytiälä United
Measurement of Photochemistry and Particles – Comprehen-
sive Organic Particle and Environmental Chemistry (HUMPPA-
COPEC).54 The results from these campaigns showed that
450 | Environ. Sci.: Atmos., 2021, 1, 449–472
modelled OH values were slightly overestimated compared to
the measured values.39,55 During the HUMPPA-COPEC
campaign in 2010 (ref. 54) and the IBAIRN (Inuence of
Biosphere – Atmosphere Interactions on the Reactive Nitrogen
budget) campaign in 2016 (ref. 56), NO3 concentrations at
SMEAR II were also measured, but most of the time the values
were close to the limit of detection (LOD) of the instrument.56

However, due to the importance of the NO3 radical in the
oxidation of BVOCs, Peräkylä et al. (2014)57 developed a NO3

proxy which was also used by Kontkanen et al. (2016)58 to derive
the long-term trend of monoterpene concentrations at SMEAR
II.

The aim of this study is to provide an insight into the long-
term trend of the atmospheric oxidation capacity at the boreal
forest in Finland from 2007 to 2018. Based on this, we estimate
how the H2SO4 concentration has changed during this period,
and how this could affect the frequency of new particle forma-
tion events at this site.

2. Methods
2.1. SMEAR II

The long-term measurements analyzed in this study were con-
ducted at the SMEAR II station located in Hyytiälä (61�5005100N,
24�1704100E), Southern Finland.59 The station is surrounded by
a 56 year old (in 2018) pine dominated forest that also contains
Norway spruces and deciduous trees.60 SMEAR II is a unique
eld station with continuous measurements of physical,
chemical and biological phenomena, processes and interac-
tions between these elements. A detailed description of the site
can be found on the SMEAR II website (https://
www.atm.helsinki./SMEAR/index.php/smear-ii).

One of the major changes that affects the general trend of
atmospheric composition is the growing vegetation. The mean
height of dominant trees within 200 m from the measurement
tower was 16.9 m in the year 2007 and increased to 20.5 m in
2018. The overstory canopy depth was 8 m in the year 2007 and
increased to 8.63 m by 2014. Since the year 2014, it remained
constant. The all-sided LAI (Leaf Area Index) of all trees in July
increased from 5.5 m2 m�2 in 2007 to 5.9 m2 m�2 in 2015. Aer
2015, it was considered the same as in 2015. The dry biomass of
the foliage in the year 2007 was 0.51 kg m�2 and reached 0.58 kg
m�2 in 2018.

In this study, selected measurements during the period 2007
to 2018 from the SMEAR II station were used as input for the
model simulations; partly to nudge the meteorological param-
eters to the observations (temperature, absolute humidity, wind
speed and direction) or as continuous input for selected gases
(O3, NOx, SO2, CO and CH4), solar irradiance (global short wave
radiation and photosynthetically active radiation), soil proper-
ties (soil temperature, soil water content and soil heat ux) and
particle condensation sink (calculated from the particle size
distributions which are measured by DMPS and APS). The input
of O3, NOx, SO2, CO and CH4 can be considered to account for
the effects of local and regional transport or large scale variation
of these species. The anthropogenic VOCs were not included in
this study, but the anthropogenic inuence at SMEAR II is low
© 2021 The Author(s). Published by the Royal Society of Chemistry
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with the nearest signicant city (about 200 000 inhabitants)
located 60 km southwest.61 A detailed description of the station
instrumentation (parameter, location, time resolution, method,
and temporal coverage) is available on the SMEAR II website
under “List of the measurements” https://www.atm.helsinki./
SMEAR/index.php/smear-ii/measurements.

Although SMEAR II already started its operational work in
the late 90's, we decided to focus our long-term modelling
activities from the year 2007 onwards. The reason was the NOx

monitoring technique and the fact that the NOx concentrations
have a large impact on the simulated OH concentrations. Until
February 2007, a molybdenum converter was used to convert
NO2 to NO. However, this technique also measures other
nitrogen compounds (e.g., nitric acid, nitrous acid, and PAN)
which are misinterpreted as NO and consequently the NO level
is overestimated. Since March 2007, a photolytic blue light
converter was used for only converting NO2 to NO, which
enables more accurate data collection of NO (see Fig. S1 in the
ESI†).
2.2. SOSAA

SOSAA (a model to simulate the concentrations of organic
vapors, sulfuric Acid and aerosols) is a 1-D chemistry transport
model used to study the atmospheric composition inside the
planetary boundary layer. In the past, SOSAA has been applied
to study the characteristics of oxidant reactivities,9,27,28 oxidation
of trace gases,55 emission of BVOCs,62 and vertical exchange and
dry deposition of ozone63 and BVOCs,64 respectively, as well as
new particle formation and growth of sub-3 nm particles.65

SOSAA is written in Fortran and parallelized with MPI (Message
Passing Interface). In this study, four different modules were
used: (1) the meteorological module, which is derived from
SCADIS;66–68 (2) the BVOC emissionmodule, which is a modied
version of MEGAN2.04 (Model of Emissions of Gases and
Aerosols from Nature);21 (3) the chemistry module, which is
created by KPP,69 with the chemical mechanism generated by
MCM3.3.1 (see https://www.mcm.leeds.ac.uk/MCM);70–72 and (4)
the gas dry deposition module, which is modied from MLC-
CHEM.63,64,73 SOSAA describes the atmospheric boundary layer
evolution and the vertical mixing of the chemical species in 51
vertical layers, from the surface up to 3 km. The simulation time
step is 10 s for the meteorology module and 60 s for other
modules.

The meteorological module includes the prognostic equa-
tions for the horizontal wind vector, air temperature and
absolute humidity. In this study, these prognostic variables at
the upper boundary of the model domain were constrained with
the ERA-Interim reanalysis data which were provided by the
European Centre for Medium-Range Weather Forecast
(ECMWF).74 In the lower part of the model domain from 4.2 m
to 125m above the ground, the air temperature, wind vector and
absolute humidity were nudged to the vertically interpolated
measurement data at SMEAR II with a nudging factor of 0.05,
which represents the force of regional transport. The incoming
short-wave and photosynthetically active radiation (PAR) at the
canopy top, as well as the soil properties (soil temperature, soil
© 2021 The Author(s). Published by the Royal Society of Chemistry
water content and soil heat ux) were directly taken as input
from SMEAR II measurements. The short-wave radiation was
provided by the measurement data at SMEAR II, and the radi-
ative transfer module from the ADCHEM model75 was used to
split the observed radiation into the direct, diffuse, downward
and upward radiation components. The radiative transfer
module used the quadrature two-stream approximation scheme
developed by Toon et al. (1989).76 All of the meteorological input
data mentioned above were linearly interpolated to 10 s time
resolution to match the simulation time step.

The standard emission potentials of the emitted BVOCs at
SMEAR II, which were used to calculate the emission rates, refer
to the values suggested in Zhou et al. (2017b).64 The chemistry
scheme was derived from the one used in Zhou et al. (2017b)64

but with a newer MCM version 3.3.1. For the reactions of the
stabilized Criegee intermediates (sCIs), we diverted from the
MCM and instead used newer obtained reaction rates. For the
sCIs from a-pinene, b-pinene and limonene, we have used the
rates from Mauldin III et al. (2012)77 similarly to “Scenario C” in
Boy et al. (2013).55 For the sCIs from isoprene, we used the rates
from Welz et al. (2012)78 as done in “Scenario D” in Boy et al.
(2013).55

The measured mixing ratios of CO, O3, NO, NO2 and SO2 at
the height levels 4.2, 8.4, 16.8, 33.6, 50.4, 67.2, 101 and 125 m
were averaged and then used as the input values for all the
layers in the model. The LODs of SO2, NO, O3 and NO2 were set
to 0.06 ppb, 0.05 ppb, 0.3 ppb and 0.1 ppb, respectively (Dr Pasi
Kolari, personal discussion). However, for all these four species
there exist several long periods when the measured values were
below the LOD. In order to prevent the model from noise
interference, which has too low values, all the values that are
below the LOD are set to the LOD. We also did test runs by
setting all values below the LOD to LOD/2. However, the model
results showed a stepwise increase in the simulated OH, NO3

and H2SO4 concentrations at all times when the input data went
from the LOD to LOD/2. So, we decided to use the LOD as
a threshold in case the values are below the LOD for the four
gaseous compounds discussed above. There are several other
methods used in the literature to overcome this problem such
as the “Uniform Fill-In” or the “Log Fill-In” methods discussed
and tested by Cohen and Ryan (1998).79 However, as all the data
below the LOD are unknown, no method predicts their distri-
bution correctly which makes it difficult to choose a single
technique that will be best at all times for various parameters.
In Table S1 in the ESI,† we calculated the amount of data points
for SO2 and NO above the LOD (the two parameters with the
highest amount of data below the LOD) for different percentile
ranges for each year to investigate if a trend in the below LOD
data exists.

The measured CH4 concentrations in 2014 were used as
input in SOSAA for the year 2014. For other years, an annual
global growth rate of 6 ppb per year was assumed, and the input
time series of CH4 concentrations were thus added (aer 2014)
or subtracted (before 2014) a multiple times of 6 ppb from the
time series in 2014 according to the year difference. The growth
rate was chosen from the ‘NASA Earth Observatory’ website and
represents the methane increase in 2007–2013 (https://
Environ. Sci.: Atmos., 2021, 1, 449–472 | 451
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www.earthobservatory.nasa.gov/images/87681/a-global-view-of-
methane).

The condensation sinks (CS) for H2SO4 and HNO3 were
provided as an input for themodel. The CS was calculated based
on the particle size distribution measured by using a DMPS
(particles with diameters of 3–1000 nm) and an APS (particles
with aerodynamic diameters of 0.5–20 mm) system,52,80 and the
hygroscopic growth effect was corrected based on Laakso et al.
(2001).81 Similarly, for the meteorological input data, the input
mixing ratios and the CS were also linearly interpolated to 60 s
time resolution to match the simulation time step of the
emission and chemistry modules.
2.3. Statistical methods

The daily/daytime/nighttime trends of variables were calculated
based on their daily/daytime/nighttime mean or median values.
Whether to use mean or median for a variable is determined by
its data value distribution. If the data are logarithmically
distributed (O3, CO, CS, EM-MON, MON, OH, HO2, H2SO4, NO2,
N2O5, and NO3), the median values are used. Here we should
notice that although the data value distributions of SO2 and NO
are also logarithmically distributed, we still used their mean
values. The reason is that more than 50% of their measured
concentrations lie below the LOD, which results in that their
median values are equal to the LOD. For other variables
(temperature, RH, and solar irradiance), the mean values were
used. For the logarithmically distributed variables (besides the
variables mentioned above, SO2 and NO are also included here),
the daily/daytime/nighttime linear trend ttings were conduct-
ed on the logarithm with base 10 of their respective median or
mean values. For other variables (temperature, RH, and solar
irradiance), the linear trend ttings were performed directly on
their respective mean values.

Bootstrapping was used to estimate the condence interval
of the trend.82,83 We rst tted a linear trend to the time series
and created a new data set by taking random samples from the
original residuals (differences of the data values and the tted
linear trend) and adding these to the linear part. Then a new
linear t was made to this new data set. This procedure was
repeated several times (typically 10 000 iterations). Here the
idea was to test the monotonicity of the trend. The smaller the
differences in the tted trends were aer many such iterations,
more likely was the original trend to be monotonic. To obtain
the condence interval, we examined the 5th to 95th percentile
range of the slopes obtained from bootstrapping iterations: if all
of the slopes in this range were either positive or negative (thus
not containing a zero trend), we concluded that the likelihood
of the presence of a trend was higher than 95% (p < 0.05) and
thus statistically signicant.

To get another estimate of the monotonicity of the trends, we
also used the Mann–Kendall test for autocorrelated seasonal
data,84,85 and the p-values are reported in Table 1 under PMK. The
MK test is more conservative, but both our tests agree in the
sense that a wider condence interval or larger PMK value
indicates larger yearly variation, and hence the prognostic
capacity of the trend is smaller.
452 | Environ. Sci.: Atmos., 2021, 1, 449–472
Finally, the relative changes (and the 90% condence
interval from the bootstrapping test) which are shown in Table 1
are in the linear scale for all variables, describing the actual
change in % per year. The trend lines shown in time series plots
are obtained with a 1 year runningmedian (window size of�182
days); see Ma et al. (2016)86 for a detailed description.
2.4. Uncertainties

The uncertainties in this study are mainly related to the
uncertainties of the input variables or the use of parametriza-
tions inside the model. Concerning the input data, the aerosol
condensation sink, which predicts in our study how rapidly
sulfuric acid and nitric acid will condense on pre-existing
aerosols, has the highest uncertainty. In these calculations,
we applied measured particle size number concentrations from
SMEAR II. However, the uncertainty of the predicted CS values
due to potentially different hygroscopic growth behaviour
depending on the chemical composition of the particles is
difficult to estimate and could have an effect on the simulated
acid concentrations.

The second source of uncertainties is related to the meteo-
rology module. It will be validated by comparison with
measurements in the following section. The third uncertainty
source is the large uncertainties of reaction rate coefficients in
the applied chemistry schemes, and when the same reaction is
studied by different groups with different techniques, the
reaction rate coefficient may differ by a factor of 2 or even
more.87 Moreover, for many reactions between OH and VOCs,
no experimental data exist, so the reaction rate coefficients are
only estimates, which increase the uncertainty even further.

The fourth uncertainty source is related to the emission
module MEGAN. Guenther et al. (2012)88 estimated that the
uncertainty associated with the annual global emissions of
monoterpenes is a factor of three, and of methanol, acetone and
acetaldehyde is a factor of two. However, in our simulations
MEGAN was constrained by in situ measurement data,
including the relevant meteorological variables and the stan-
dard emission factors, which decreased the uncertainty. More-
over, the uncertainty of the emission module can also be
evaluated by comparing the measured and simulated mono-
terpene concentrations and uxes in Section 3.3.
3. Results

The results will be presented in 6 sections: (1) validation of the
meteorological module, (2) a short discussion of the trends of
the measured parameters which are crucial for our model
simulations, (3) BVOC model-measurement intercomparison
and trends, (4) trends and campaign model-observation inter-
comparisons of the hydroxyl and nitrate radicals, (5) trends
and campaign model-observation inter-comparisons of sulfuric
acid and (6) comparisons of proxies of OH, NO3 and H2SO4 with
the model.

Table 1 shows the trends calculated by the method described
in Section 2.3 of all relevant model output parameters for the
whole day (daily), daytime and nighttime, respectively, and also
© 2021 The Author(s). Published by the Royal Society of Chemistry
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shows the seasonal trends calculated with the RLMmethod and
the 90% condence interval for the same parameters. Here the
daytime is dened as the time period between sunrise and
sunset; nighttime is dened between sunset and sunrise and
the daily values are averaged for 24 hours. In the following
sections we will discuss the values of single parameters in more
detail.
3.1. Meteorological data analyses

Meteorology is one of the major drivers for the change in
atmospheric composition. We compared several measured
meteorological parameters with the model outcome to validate
the performance of the meteorological module in SOSAA. While
temperature, water vapor and wind speed were nudged with the
measurements, the heat uxes and net radiation were simu-
lated and their comparison with measurements provides an
insight into the simulated energy balance above the forest
canopy.

Fig. 1 shows the modelled 12 year median diurnal cycles of
sensible and latent heat uxes for the four different seasons in
2007–2018. The comparison shows that the modelled sensible
heat ux is within 25th–75th percentiles of the measured ones
throughout the whole diurnal cycle in spring and summer and
during daytime in autumn. However in winter and during
autumn nighttime, the model always overestimated the
measured sensible heat ux.

The modelled latent heat ux during spring daytime is about
20 W m�2 lower compared to the observations, which could be
related to the melting of the snow cover on the ground. Note
that the snow cover is not explicitly modelled in SOSAA.
However, during summer, the model and measurements show
good agreement. For the winter and autumn months, the
simulated latent heat ux shows a similar overestimation to the
sensible heat ux. For other seasons, they are most of the time
within the 25th–75th percentile range. We want to point out that
the measured uxes in the winter and autumn months are very
low (<10 W m�2) and an overall underestimation of heat uxes
during these periods is normal when applying the eddy
covariance technique89 such as at SMEAR II; hence it is difficult
to draw a conclusion on the accuracy of either the model or
measurements during these periods.

Fig. 2 shows the observed and simulated average diurnal
cycle of net radiation at 125 m for each month in the period
2007–2018. Here, the net radiation is calculated as the total
incoming short- and long-wave radiation minus the total
outgoing short- and long-wave radiation at the canopy top.
Thus, positive values represent more incoming than outgoing
radiation and vice versa. Themodelled daytime values agree well
with the measurements for all months. By contrast, the
modelled nighttime net radiation underestimated the
measurements by about �10 W m�2 to �50 W m�2 from
September to December and from January to March. In general,
the model is consistent with the measurements, and is able to
capture the diurnal pattern and seasonal trend of net radiation
above the canopy. Therefore, considering the simulation results
© 2021 The Author(s). Published by the Royal Society of Chemistry
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Fig. 1 Measured (dots) andmodelled (solid lines) diurnal median sensible (SH, red) and latent (LH, blue) heat fluxes above the SMEAR II station (23
m) averaged for four seasons over the period 2007–2018 in subplots (A–D). The letters in brackets in the subplot titles represent themonths used
for the individual seasons. The 25th–75th percentile is shown as shades and vertical bars for modelled and measured fluxes, respectively.
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of SH and LH discussed above, the model can predict
a reasonable energy balance inside and above the canopy.
3.2. Trend of measured parameters

In Table 1 and Fig. S2,† the yearly and seasonal trends of
selected measured parameters at SMEAR II are provided. Short
wave global radiation, temperature, absolute humidity and
condensation sink show no signicant yearly trends. Only
during the winter seasons, a clear daily decrease in the
condensation sink by�3.96 (�7.48,�1.20) % per year is visible.
This may partly be related to the reduction of primary aerosol
emissions from traffic, industry and heating as pointed out by
Nieminen et al. (2014).90

The main inorganic gases (CO, O3, NO, NO2 and SO2) that
serve as input to SOSAA reect the inuence of human impact
on a regional scale. Carbon monoxide, for example, has a life-
time of approximately 1–3 months,91 and reveals the impact of
large regional to hemispherical features. Nitrogen oxides and
sulfur dioxide have lifetimes of days to weeks, respectively, and
they are mainly related to local or regional changes. At a rural
station such as SMEAR II, their concentrations are oen below
the LOD of the instruments. The 12-year concentrations of these
ve measured trace gases all show a negative trend reecting
the decreased anthropogenic impact on these gases in Europe
during the last few decades.92 This trend in Europe was also
conrmed by the latest EAA report (No 12/2018). Our trend
analyses of daily values show that CO, NO and O3 concentra-
tions only depict a marginal not signicant decrease, while the
concentrations of SO2 and NO2 drop by �5.43 (�8.10, +3.65) %
© 2021 The Author(s). Published by the Royal Society of Chemistry
per year and �3.80 (�5.99, �1.87) % per year, concerning the
whole day, respectively.

However, as pointed out in Section 2.3, more than half of the
SO2 and NO measurements are below the LOD of the instru-
ments. Table S1 (in the ESI†) shows that a fraction of the NO
and SO2 measurements is below the LOD in a year-wise fashion.
The time period with SO2 below LOD within one year has
increased from 2007 to 2018, which points to an even stronger
decrease of SO2 concentrations than the 5.43% per year
mentioned above. For NO, the amount of data measured below
the LOD are much higher but without any visible trend. Note
that in the evolution of the mean values and the 90th and 75th

percentiles for NO, no trend is observed concerning the number
of days with NO concentrations below the LOD (see also the
discussion in Section 2.3).
3.3. BVOC's comparisons and trends

3.3.1. Validation of monoterpene model results. At SMEAR
II, monoterpenes are the dominant BVOCs,60 and during
summer and spring they are the major contributors to the OH
reactivity of the measured organic compounds.27,28 Thus, accu-
rate modelling of monoterpenes is a crucial component for
calculating the OH concentration. Furthermore, the mono-
terpenes (at SMEAR II) are climatically important because they
can be oxidized to form low volatile organic compounds
(LVOCs) and hence contribute to secondary aerosol formation.15

Anthropogenic volatile organic compounds (AVOCs) are not
included in this study but their concentrations at SMEAR II are
small compared to those of BVOCs.61
Environ. Sci.: Atmos., 2021, 1, 449–472 | 455
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Fig. 2 Observed and simulated average diurnal cycles of net radiation at SMEAR II for each month separately for the years 2007–2018 (STD ¼
standard deviation).
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Fig. 3 shows the modelled versus the measured median
monoterpene concentrations between 0 m and 150 m at SMEAR
II. Both, the measurements and the simulations of mono-
terpene concentrations show an increase above the canopy.
However, the peak from themeasurements is at 4.2 m, while the
model shows the highest values at 16.8 m. Modelled and
measured values decrease at a similar rate above the canopy.
The different height levels of the maximum could be related to
the missing emission sources from understory vegetation and
soil.93,94 Another reason for the decrease of the modelled
concentrations inside the canopy could be related to the emis-
sion of monoterpenes from ground vegetation and soil as re-
ported by Aaltonen et al. (2011).95 Currently, these sources of
terpenes are not included in SOSAA and may explain the
discrepancy in the lower canopy. For this reason, we compared
the measured and modelled monoterpene concentrations for
heights above the canopy.

In Fig. 4, we compared the measured monoterpene concen-
trations against the model outcome between 32 m and 125 m
for all years except years 2014–2016 (measured data were not
available for this period). The model slightly underestimated
the monoterpene concentrations in winter while overestimated
the values in summer. In years when the summer was excep-
tionally warm (e.g., 2018), the model overestimated the mono-
terpene concentration by a factor of 2–3. The reason for this
overshooting of the model during hot summers could be that
the decrease of monoterpene emissions in the forest during
drought is not accurately represented in the emission module
MEGAN. In general, for more than 70% of the time, the
modelled concentrations are within the range of 25th and 75th

percentiles of the measured data points.
In order to compare the modelled and measured trends of

monoterpene concentrations, we only consider the model data
456 | Environ. Sci.: Atmos., 2021, 1, 449–472
points when measurements were available to calculate the
linear ttings or the trends. First, considering the measurement
gap during 2014 to 2016, we can separate the datasets into two
periods before and aer the gap. One is from 2007 to 2013 and
the other is from 2017 to 2018. The linear ttings show that the
modelled trends of these two periods are�0.72� 108 molecules
per cm3 per year and 19 � 108 molecules per cm3 per year, and
the measured trends are �6.8 � 108 molecules per cm3 per year
and 6.5� 108 molecules per cm3 per year, respectively (Fig. S3†).
Therefore, the trends in the model and the measurements show
both a decreasing trend from 2007 to 2013 and a similar change
from 2017 to 2018. Secondly, the one-year moving averages of
modelled and measured monoterpene concentrations also
show consistent variations, both of which show a consecutive
strong peak and dip from 2010 to 2014, and a sharp increase
from 2017 to 2018 (Fig. S4†). The lower trends of measurement
data may result from several very low measurement concen-
trations around the beginning of 2012, 2017 and 2018 which
were caused by low temperature during these days (not shown
here).

3.3.2. Long-term time series of monoterpenes. Previous
studies used the empirical proxy method to investigate mono-
terpene seasonal and diurnal variations,58 which may contain
high uncertainties. Based on the long-term and evaluated
simulations of monoterpene concentrations by SOSAA, we
analyzed the long-term yearly and seasonal trends of mono-
terpene emissions and concentrations at SMEAR II and pre-
sented the results in Table 1. The results show that the annual
mean daily concentrations of monoterpenes increased during
the last 12 years by +3.43 (+1.95 and +5.27) % per year, whereas
the emission rates show only a marginal increase with negative
and positive values in the 90% condence interval and PMK

values between 0.15 and 0.23 for the three time periods. This
© 2021 The Author(s). Published by the Royal Society of Chemistry
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Fig. 3 Vertical profiles of measured andmodelledmonoterpenemedian concentrations and�1 standard deviation (STD) at SMEAR II, Finland for
the years 2007–2014 and 2017–2018 (2015–2016 measurement data were not available). The canopy height is marked by a horizontal green
line.
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points to a decrease in the sink terms of monoterpenes, which is
mainly the reaction with OH, NO3 and O3. In the previous
section, we already discussed that ozone had no signicant
trend in our analysis, similar to OH during daytime in summer
and spring, where it has the highest impact on themonoterpene
concentrations (see Section 3.4.1). However, the nitrate radical
(see Section 3.4.2) decreased signicantly during the last 12
Fig. 4 Measured andmodelledmonthlymedian values of monoterpene c
measurement median data were obtained from the mean values of five m
median data were calculated from the mean of all the levels between 32 m
as vertical bars.

© 2021 The Author(s). Published by the Royal Society of Chemistry
years and as monoterpenes have a lifetime of hours to days, the
impact of a drastically lower sink term through NO3 can explain
the observed increase of monoterpenes.
3.4. Long term trends of the oxidants

3.4.1. Hydroxyl radical – OH. The OH measurements are
difficult to conduct and expensive and therefore measurements
oncentrations from 2007 to 2018 for the height interval 32–125m. The
easurement heights: 32 m, 54 m, 74 m, 101 m, and 125 m. The model
and 125 m. The 25th and 75th percentiles for both data sets are shown

Environ. Sci.: Atmos., 2021, 1, 449–472 | 457
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Fig. 5 Measured versus modelled hydroxyl radial concentrations for two periods during the EUCAARI (upper plot) and the HUMPPA-COPEC
(lower plot) campaigns. For EUCAARI, the exact measurement height is unknown, and Petäjä et al. (2009)39 mentioned that it was close to the
ground level in a forest clearing. For HUMPPA-COPEC, the OH concentrations measured by CIMS (Chemical Ionization Mass Spectrometry) are
used here and the measurement height was at the ground level in a different forest clearing at SMEAR II.96 For both campaigns, we applied here
the model height level at 32.8 m assuming that the two measurement places were in the forest clearing instead of inside the forest canopy.
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of OH at SMEAR II are rare. In this study, the measurements
from the EUCAARI 2007 (ref. 53) and the HUMPPA-COPEC 2010
(ref. 54) campaigns were used to evaluate the model perfor-
mance. Detailed descriptions of the instruments applied for the
OH measurements are provided in Kulmala et al. (2011)53 and
Hens et al. (2014),96 respectively. To test the simulated OH
concentration, we compared the measured data from these two
campaigns against the model results (Fig. 5). Fig. S5 in the ESI†
shows the scatter plots and the daily patterns of both
campaigns.

During the campaign in 2007, the model overpredicted the
OH concentrations substantially but the model performance
showed better agreement in 2010. The main cause for the
discrepancies between the two measured data sets is related to
the two different seasons (May and August) during which the
campaigns were conducted. The reason why the model agrees
satisfactorily with the measurements in August and rather
poorly in May is more complex. Additional studies comparing
measured and modelled OH-reactivity at the same location9,27,28

showed a high missing OH-reactivity while including all
measured gaseous compounds in SOSAA. These discrepancies
indicate the existence of unknown compounds during spring-
time and early summer, which are not included in SOSAA.
Preferred reactions of these species with the hydroxyl radical
might explain the simulated, strong overestimation of the OH
458 | Environ. Sci.: Atmos., 2021, 1, 449–472
concentration at SMEAR II. Note that the uncertainty of point
measurements is considerable for the boreal forest environ-
ment, as already mentioned in Section 3.3.1. The overall
conclusion is that SOSAA is able to simulate the OH concen-
trations at SMEAR II in a sufficient way during summer but
overestimates OH in spring. There are no measurements
available for other seasons for comparison.

Fig. 6 shows the daytime time-series of modelled OH
concentrations from 2007 to 2018 as OH production is related to
photochemical reactions and peaks during this time of the day.9

The concentration shows a clear seasonal cycle with peaks in
spring and late summer, which partly result from the patterns
of ozone (peak in spring, see Fig. S2†) and the solar irradiance
(peak in summer, see Fig. S2†), both required to produce an
excited oxygen atom (O(1D)) which then reacts with one water
molecule to form two hydroxyl radicals. Table 1 shows that OH
shows signicant increases in daily and nighttime trends which
are +2.39 (+0.95, +3.33) % per year and 3.31 (+2.01, +4.62) % per
year, respectively, with both PMK values below 0.04. However,
during daytime, the OH concentration only shows a marginal
increase of +0.91 (�0.81, +2.10) % per year with a high statistical
uncertainty and the PMK value is 0.24. The trend of OH shown
here is mainly related to its sink terms instead of the source
terms because the main source terms of OH, e.g., O3 and global
short-wave radiation, do not show any signicant increasing
© 2021 The Author(s). Published by the Royal Society of Chemistry
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Fig. 6 Modelled OH concentrations (20–40m) for the years 2007 to 2018 at the SMEAR II station. Plotted are the daytimemedian values and the
trends calculated with the linear fit and running median method which are described in detail in Section 2.3.
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trends (Table 1). Among all the sink terms of OH, CO plays
a major role and accounts for about 30–40% of the annual
removal of OH at SMEAR II.28,97 Table 1 shows a decreasing
trend of CO which is consistent with previous studies.98,99

Moreover, the time series of the mixing ratio of CO in winter
also shows an opposite trend to the OH concentration (Fig. S6†).
However, all the decreasing daily, daytime and nighttime trends
of CO are not signicant (Table 1), which indicates that in order
to explain the OH trend, other sink terms and their seasonal
trends should be taken into account.

Since the daytime length is shortest in winter and autumn
while longest in summer and spring, the nighttime increasing
trend is dominated by the trends of winter and autumn that are
+10.25 (+3.95, +17.32) % per year and +4.54 (+2.39, +6.29) % per
year, respectively. Fig. 7 shows that the strong increasing trends
of OH in these two seasons are caused by the combined effects
of decreasing CO and NO2. The deceasing trend of NO2 is much
higher than that of CO with�9.7 times in winter and�5.9 times
in autumn, but the OH reactivity due to NO2 is only about half of
that due to CO (Fig. 7). The seasonal inter-annual trends of OH
reactivities also show an apparent drop of ROH,CO (OH reactivity
due to CO) and ROH,NO2

(OH reactivity due to NO2) during winter
with ROH,NO2

being a factor of 2–3 lower compared to ROH,CO

(Fig. S7†). Therefore, as a dominant sink of OH in winter, CO is
the main factor to explain the long-term modelled OH trend,
and NO2 also contributes a comparable portion. Moreover,
monoterpenes can also produce OH via ozonolysis reactions,
© 2021 The Author(s). Published by the Royal Society of Chemistry
which are a main source of OH under dark conditions.100–102 So
the increasing trend of monoterpenes could enhance the
increasing nighttime trend of OH.

In spring and summer, the monoterpenes and the
compounds produced from the second or higher order reac-
tions start to be competitive with or dominant over CO among
the OH reactivity contributors (Fig. 7 and S7†). The forest stands
near SMEAR II are dominated by Scots pine, which produces
relatively low isoprene (e.g., Rinne et al. (2009)26 and references
therein). For example, during summer months between 2010
and 2013 at SMEAR II, the measured ux of isoprene + MBO (2-
methyl-3-buten-2-ol) was usually around one order of magni-
tude smaller than that of monoterpenes.103 This indicates that
the compounds produced from the second or higher order
reactions are mainly the second or higher order oxidized
products of monoterpenes. Therefore, the increasing trend of
monoterpenes can offset the effect of decreasing CO, leading to
the insignicant daytime trends in spring and summer. And
nally, a strong increasing nighttime trend and an insignicant
daytime trend together lead to a signicant but weaker daily
trend of OH.

In the future, assuming decreasing emissions of CO and NO2

(change in energy production and lower nitrogen compounds of
traffic emissions) and increasing monoterpene emissions in the
boreal region due to climate warming,104 we would expect an
increase of OH during winter and autumnmonths in central south
Environ. Sci.: Atmos., 2021, 1, 449–472 | 459
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Fig. 7 Mean monthly OH reactivity during 2007–2018 contributed by different compounds/groups with the �1 standard deviation shown as
shadows. Here “other inorganics”means all the other inorganic compounds that react with OH except the ones already plotted here. The “other
organics” means all the emitted organic compounds which react with OH except isoprene and monoterpenes. The “other reactivity” means all
the other organic compounds which react with OH except isoprene, monoterpenes and other organics.

Fig. 8 Modelled NO3 concentrations (20–40 m) and stationary state NO3 mixing ratios calculated from the production term (k[NO2][O3]) and
using kOTG + k[NO] + JNO3 as the loss term with kOTG representing the measured reactive loss of NO3 to organic trace gases (Fig. 10 in Liebmann
et al., 2018).56 Measurements were obtained from the common inlet at a height of 8.5 m apart from the NO3 photolysis rate (taken from a height
of 35 m on an adjacent tower), wind direction (WD) and wind speed (WS) (both at 16.5 m on the 128 m tower).

460 | Environ. Sci.: Atmos., 2021, 1, 449–472 © 2021 The Author(s). Published by the Royal Society of Chemistry
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Finland. During spring and summer, other sink terms are more
relevant and OH should be buffered and remain quite constant.

3.4.2. Nitrate radical – NO3. The nitrate radical has a very
short lifetime which makes the direct measurement of NO3

challenging, especially in a low NOx environment. At SMEAR II,
Liebmann et al. (2018)56 tried to measure NO3 directly, but its
mixing ratios were always below the detection limit (1.3 pptv)
during the whole campaign (05.09.2016–21.09.2016). At the
same time, Liebmann et al. (2018)56 measured the NO3 reactivity
based on which they estimated the NO3 mixing ratios. In Fig. 8,
the modelled NO3 mixing ratio is plotted for the same time
period as in Liebmann et al. (2018; see Fig. 10).56 Our results
show very low NO3 mixing ratios which are, similar to the
campaign ndings, always below 1.3 pptv. Compared to the
calculated stationary state NO3 mixing ratios, our results are in
very good agreement with the “measured” values. Moreover,
both results show the peaks during the nights on the 5th/6th, 8th/
9th, 10th/11th, 13th/14th and 20th/21st of September. By con-
straining SOSAA with accurately measured NO2 concentrations,
we assume that the predicted NO3 concentrations are reason-
able. The rapid photolysis of NO3 and the reaction with NO
typically reduces its lifetime to a few minutes during daytime.
The main contribution of the nitrate radical to the oxidation
capacity of the atmosphere is during nighttime. Based on this,
we will focus our analysis on the nighttime period.

Fig. 9 shows the nighttime median NO3 concentration and
the trends for the selected 12 years. The seasonal cycle shows
a double-peak in late autumn and early spring, respectively. The
Fig. 9 Modelled NO3 concentrations (20–40 m) for the years 2007 to 20
and the trends calculated with the linear fit and running median method

© 2021 The Author(s). Published by the Royal Society of Chemistry
reason is that the NO2 concentration is highest during these
periods (see Fig. S2 in the ESI†), which may result from the high
NO emissions from the microbial processes in the forest
soil105,106 when the organic litter mass was high. As for the trend,
the daytime and nighttime inter-annual trends are quite alike.
The decreasing trend at night-time (�4.22 (�5.90 and �2.86) %
per year) is slightly higher than the decreasing trend at daytime
(�2.43 (�3.90 and �0.90) % per year). The 12 year trend of
nighttime NO3 can be explained by the decrease of nighttime
NO2, since the main source of NO3 comes from the oxidation of
NO2 by O3. In Table 1, we can see that nighttime O3 shows no
trend for the 12 years. However, nighttime NO2 shows a signif-
icant negative trend of �4.18 (�6.27 and �2.32) % per year,
being consistent with the decreasing trend of nighttime NO3.
The one-year running median of the nighttime NO3 concen-
tration also shows an oscillation of 3–3.5 years during the years
2007–2018, but since this period is relatively short, it is hard to
conclude on the reasons (Fig. 9).
3.5. Sulfuric acid model comparison and long-term trends

Sulfuric acid was measured at SMEAR II during the last few
years for several periods. In Fig. 10, we provide a comparison
with the outcome of our model simulations for the years 2016 to
2018 (scatter plot and daily distributions for these data sets are
provided in Fig. S8 in the ESI†). A detailed description of the
instrument used in this study is provided in Jokinen et al.
(2012).107
18 at the SMEAR II station. Presented are the nighttime median values
which are described in detail in Section 2.3.
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Fig. 10 Measured (35 m) and modelled (32.8 m) daily median sulfuric acid concentrations at SMEAR II for the years 2016–2018.
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During 2016–2017, the model and measurements agreed at
most times in autumn and winter. In summer 2018, the model
tended to underestimate the measured concentrations but
showed a very good agreement for the same year during
autumn. During winter nighttime, the observations were partly
below the model results and reached values down to a couple of
hundreds of molecules per cm3. However, the LOD of the
instrument was 4 � 104 molecules cm�3 (ref. 107) and most of
the measurements during that period were below the LOD. This
could explain why the daily median values in winter were lower
compared to the simulated values.

Both the model and the observations present an interesting
pattern for the three years: a peak in early spring and then
a continuous decline of concentrations for the rest of the year.
There is a smaller second peak in summers visible in the model
data set, but this peak is weaker compared to the spring peak, as
can also be seen in Fig. 11, which provides the modelled 12-year
daytime median concentrations of sulfuric acid. The reason for
this pattern, which is visible in the model outcomes for all
years, is a combination of mainly three effects: SO2, one of the
two main precursors of H2SO4, peaks in late winter and early
spring and OH reaches its yearly maximum in spring. Addi-
tionally, the condensation sink, representing the rate of how
fast sulfuric acid molecules will condense on the existing
particles, has a clear maximum in summer (Fig. S2 in the ESI†).
These three parameters are mainly responsible for the sulfuric
acid pattern. Note that a similar pattern has been observed for
the occurrence of NPF events at SMEAR II for several years.90

Nieminen et al. (2014)90 predicted the trend of sulfuric acid
based on a proxy calculation (see the next section) with �1.3%
462 | Environ. Sci.: Atmos., 2021, 1, 449–472
on NPF days and �0.3% on non-NPF days per year for the years
1997–2012. In our study, we applied SOSAA simulations for the
years 2007–2018 for the same location. Our model results
predict a stronger decrease of daytime H2SO4 of �2.78 (�6.05
and �0.63) % per year (see Table 1). However, the condence
interval of this trend is quite broad and the PMK value is 0.18,
which suggests that caution should be taken to interpret this
trend too far to the future. The trend in the studied time span is
greatly inuenced by the large yearly variation. With decreasing
emission of SO2 in the future (related to improved lter
systems), we can expect a decreasing trend of H2SO4 in central
southern Finland which could have a signicant impact on the
amount of newly formed particles and consequently the
number concentrations of cloud condensation nuclei.
3.6. Proxy comparison for OH, H2SO4 and NO3

During the last few years, several proxies have been developed
for compounds such as the hydroxyl or nitrate radicals due to
the absence or sparse long-term observations for these param-
eters. In this section, we will compare some of these proxies
with the outcome of our model simulations for SMEAR II. This,
however, should not be seen as a validation of the proxies but
rather to investigate how well the simulations agree with them.
The proxies compared were developed based on datasets from
SMEAR II.

The rst proxy we compare is for the OH radical. It is based
on Petäjä et al. (2009)39 and Nieminen et al. (2014).90 The results
of the proxy, together with the outcome of the model
© 2021 The Author(s). Published by the Royal Society of Chemistry
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Fig. 11 Modelled sulfuric acid concentrations between 20m and 40m for the years 2007 to 2018 at the SMEAR II station. Shown are the daytime
median values and the trends calculated using the linear fit and running median which are described in detail in Section 2.3.
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simulations, are presented in Fig. 12. In this proxy, the hydroxyl
radical is calculated as

[OH] ¼ ((8.4 � 10�7/8.6 � 10�10) � UVB0.32)1.92 (1)

Here UVB is the ultraviolet irradiance measured at SMEAR II.
The modelled and the proxy OH concentrations show similar
values in February and at the beginning of October but differ
quite strongly during the rest of the year. The modelled values
Fig. 12 Yearly mean daily time series of OH concentrations estimated
by SOSAA (model) at 32.8 m and a proxy parameterization (proxy) for
the years 2007–2018 at SMEAR II. Details of the applied proxy are
provided in the text (STD ¼ standard deviation).

© 2021 The Author(s). Published by the Royal Society of Chemistry
increase much stronger in early spring and reach a maximum in
May. At this time, the discrepancy between the proxy and the
model reaches up to one order of magnitude and decreases
aerwards. As pointed out in Section 3.4.1, there exist missing
compound(s) reacting with OH which have not been identied
until now. Taking this into account and assuming that the
missing compounds originate from the local ecosystem with
maximum emissions during the most biologically active period,
the modelled OH concentrations are potentially too high during
spring and early summer. However, we assume that the missing
OH-reactivity would not explain the one order difference during
spring and summer between the model and the proxy. Rather,
we would expect that the contribution of OH production
throughout the ozonolysis of terpenes is a missing factor in the
proxies as the proxy is only based on UVB measurements. As
this proxy was constructed when the HUMPPA-COPEC 2010 (ref.
54) campaign measured OH concentrations from 2010 and the
monoterpene concentrations have increased signicantly since
then (see Section 3.3.2), a certain fraction of the OH difference
between the model and the proxy could be related to this
mechanism and would require constructing a new proxy with
up-to-date OH measurements.

Later in the year, fromOctober to February, the proxy showed
very low OH values related to the main and only source by UVB.
In reality, the ozonolysis of terpenes will contribute to the OH-
concentration at this time and the model data seems to be more
realistic during periods with low photolysis rates. However, as
long as these unknown compounds are not identied and no
Environ. Sci.: Atmos., 2021, 1, 449–472 | 463
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Fig. 13 Yearly mean daily time series of H2SO4 concentrations esti-
mated by SOSAA (model) and a proxy parameterization (proxy) at 32.8
m for the years 2007–2018 at SMEAR II. Details of the applied proxy are
provided in the text (STD ¼ standard deviation).
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long-term measurements of OH at SMEAR II exist, any nal
conclusion about whether the proxy or the model is more
correct can only be speculation. However, based on our previous
OH-reactivity studies, we are condent that certain crucial
reactions are still missing. For this reason, the simplied rela-
tion between UVB and OH could provide a more realistic picture
on the hydroxyl radical concentrations during spring and early
summer.

The next proxy we compare with our model simulations is for
sulfuric acid. It is based on a new parameterization method
from Dada et al. (2020).108 This proxy is calculated as follows:

[H2SO4] ¼ �CS/2 � k3 + ((CS/2 � k3)
2 + [SO2]/k3

� (k2 � GloRad + k2 � [O3] � [alkene]))0.5.(2)
Fig. 14 Yearly mean daily time series of NO3 concentrations estimated b
on the reference for the years 2007–2018 at SMEAR II (STD ¼ standard

464 | Environ. Sci.: Atmos., 2021, 1, 449–472
Here GloRad stands for global irradiance, CS for the conden-
sational sink, and [SO2] and [alkene] for the gas phase
concentrations of sulfur dioxide and the sum of monoterpenes,
respectively. The coefficient k1 (0.85 � 10�8 m2 W�1 s�1)
represents the coefficient of H2SO4 production due to the SO2–

OH reaction; k2 (6.1 � 10�29 cm6 s�1) is the coefficient of H2SO4

production via the stabilized Criegee intermediates produced
by the ozonolysis of alkenes and k3 (4.26 � 10�9 cm3 s�1) is the
clustering coefficient for the square of the sulfuric acid
concentrations, which takes into account the loss of H2SO4 due
to cluster formation, not included in the condensation sink
term.

As already pointed out in the previous section, the modelled
sulfuric acid concentrations show a clear peak in early spring
and then a nearly continuous decrease for the rest of the year
(see Fig. 13). The proxy follows this pattern throughout the year
but exceeds the modelled data by a factor of 2 from the end of
June to the end of October and during some shorter periods in
winter. As the measured values for these periods seem to agree
well with the model results, we conclude that the proxy in
summer and autumn overestimates the H2SO4 concentrations
and we assume that for this parameter, the model provides
a more realistic picture of the sulfuric acid concentrations.

The last proxy we want to compare against the model results
is for the nitrate radical. It is based on Peräkylä et al. (2014)57

and Kontkanen et al. (2016).58 The concentration of NO3 is
calculated based on the following equation:

[NO3] ¼ kO3+NO2
� [O3] � [NO2] � sNO3

(3)

Here kO3+NO2
is the temperature-dependent reaction rate coeffi-

cient between NO2 and O3, which was calculated from
a temperature-dependent relation109 (see Table A1† in Kontka-
nen et al., 2016 (ref. 58)). sNO3

is the lifetime of NO3 and
y SOSAA (Model) and a proxy parameterization (Proxy) at 32.8 m based
deviation).

© 2021 The Author(s). Published by the Royal Society of Chemistry
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a detailed description of the prediction of sNO3
is available in the

manuscript by Kontkanen et al. (2016).58

Previous studies assumed a steady state between the
production of NO3 from the reaction between O3 and NO2 and
the removal of NO3.57,58 This gap could be lled by our study. A
comparison between the proxy and the model data shows that
the long-term trend from both methods is in very good agree-
ment (Fig. 14). As these two methods applied here agree very
well, it is likely that the predicted values for NO3 are reliable and
could be applied in further studies.

4. Summary and perspectives

In this study, we investigated the trends of selected atmo-
spherically crucial gaseous compounds at the SMEAR II station
in southern Finland for the period 2007–2018. The main focus
was on the hydroxyl and nitrate radicals as well as on sulfuric
acid, as no long-term measurements of these compounds exist.
To validate the SOSAA model, we rst compared the OH, H2SO4

and NO3 simulations with the existing measurements from
several campaigns. For H2SO4, the model underestimated the
measured values in summer 2018 but reproduced the
measurements for the same period in 2016. For all other
seasons, the model and the measurements agree satisfactorily.
The OH radical was only measured during two short campaigns
in May 2007 (ref. 53) and August 2010.54 The comparison
between the observed and modelled OH yielded different
results in the campaigns of May 2007 and August 2010. In 2007
the model predicted about twice as high values as measured
whereas in 2010 the model agreed quite well with the
measurements, reecting the existence of an unknown sink(s)
for OH in spring and early summer. In the case of the nitrate
radical, no direct measurements at SMEAR II exist. However,
Liebmann et al. (2018)56 measured the NO3 reactivity based on
which they estimated the NO3 mixing ratios. The comparison of
the indirect NO3 measurements with our model results showed
a good agreement for the selected short period in September
2016.

The long-term trends (12 years) of the two important
oxidants OH and NO3 were investigated. Our results indicate
that the daily OH concentration increases during this period
with a rate of +2.38 (+0.95, +3.33) % per year, which relates to
a signicant increase of OH during winter nighttime (+10.66
(+5.04, 17.37) % per year). The main reason is likely a drop in
carbon monoxide concentrations (�0.5% per year) during
winter representing the main sink term for OH during this
period. This result was surprising as the monoterpenes, the
main biogenic VOC at SMEAR II, increased by about +3.40
(+1.23, +6.02) % per year and reacted strongly with OH. There-
fore, the predicted OH trend shows that the climatic tempera-
ture increases (�0.8 K in 12 years at SMEAR II) and the following
rise in BVOC emissions is buffered by a decline of carbon
monoxide in winter months. In case the current negative trend
in CO continues – mostly related to improved combustion
techniques – OH will slightly rise if monoterpene concentra-
tions do not increase more signicantly. This would cause
a positive impact on the atmospheric oxidation capacity. Vice
© 2021 The Author(s). Published by the Royal Society of Chemistry
versa is the situation for NO3, showing a nighttime decrease by
�4.22 (�5.90, �2.86) % per year which is caused by the drop in
nitrogen dioxide. As all anthropogenic NOx emissions in Europe
have decreased signicantly during the last few decades (EAA
report No 12/2018) and are predicted to decrease further, we
expect that the nitrate radical will continue to drop in the
future. As pointed out by Mogensen et al. (2015),9 NO3 is the
strongest oxidant during nighttime and can have an aerosol
yield when reacting with monoterpenes up to 65%.110 A
continuous drop in NO3 in the boreal forest could implicate
a negative impact on the growth of SOA during nighttime and
decrease in the CCN concentrations.

Sulfuric acid was investigated as it is one of the most
important precursors of new particle formation (NPF). The
outcome of our study indicates that the sulfuric acid concen-
tration decreases by�2.78 (�6.05 and �0.63) % per year during
daytime, which likely is related to the reduction in the emis-
sions of sulfur dioxide in Europe during the last few decades
(EAA report No 12/2018). In case the negative trend of sulfuric
acid (steered by SO2) will continue in the next few decades, it
could signicantly affect the amount of NPF events in the boreal
region. However, whether or not this will have a positive or
negative impact on our future climate is currently unclear. In
the past, it was typically assumed that NPF events will provide
more CCN, followed by more cloud droplets, leading to an
increased albedo through “brighter” clouds.111 In this way, NPF
would cool the planet and counteract the effect of greenhouse
gases. However, recently the research results of Roldin et al.
(2019)15 counteract this assumption. Their results showed that
under some meteorological conditions a high number of newly
formed particles increase in size at the expense of the larger
aerosol particles over the boreal forest – and it is only the larger
aerosol particles that have a cooling effect on the planet. Facing
the controversial discussion on this topic in the scientic
community, it is difficult to state whether the decrease of
sulfuric acid should be seen as positive or negative. However, it
is certain that H2SO4 has decreased in the last few decades and,
most likely, will continue to drop in the future.

Proxies are commonly applied in case a limited number of
parameters are measured and no detailed model simulations
are available. We compared the concentrations of OH, NO3 and
H2SO4 calculated from proxies39,57,58,90,108 with our model
outcomes. Our comparisons showed that the proxies for OH
and H2SO4, at certain times of the year, agree very well with the
model results but also differ signicantly during other periods.
For the nitrate radical, the model and proxy results are in good
agreement.
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D. Wimmer, P. M. Winkler, D. R. Worsnop and
K. S. Carslaw, Global atmospheric particle formation from
CERN CLOUD measurements, Science, 2016, 354(6316),
1119–1124, DOI: 10.1126/science.aaf2649.

20 A. B. Guenther, C. Hewitt, D. Erickson, R. Fall, C. Geron,
T. Graedel, P. Harley, L. Klinger, M. Lerdau, W. McKay,
T. Pierce, R. Scholes, R. Steinbrecher, R. Tallamraju,
J. Taylor and P. Zimmerman, A global model of natural
volatile organic compound emissions, J. Geophys. Res.,
1995, 100, 8873–8892.

21 A. B. Guenther, T. Karl, P. Harley, C. Wiedinmyer,
P. I. Palmer and C. Geron, Estimates of global terrestrial
isoprene emissions using MEGAN (Model of Emissions of
Gases and Aerosols from Nature), Atmos. Chem. Phys.,
2006, 6, 3181–3210.

22 G. B. Bonan, Forests and Climate Change: Forcings,
Feedbacks and the Climate Benets of Forests, Science,
2008, 320(5882), 1444–1449, DOI: 10.1126/science.1155121.

23 FAO, Global Forest Resources Assessment 2015, UN Food and
Agriculture Organization, Rome, 2015.

24 H. Hakola, J. Rinne and T. Laurila, The hydrocarbon
emission rates of tea-leafed willow (Salix phylicifolia),
silver birch (Betula pendula) and European aspen
(Populus tremula), Atmos. Environ., 1998, 32(10), 1825–
1833.

25 H. Hakola, V. Tarvainen, J. Bäck, H. Ranta, B. Bonn, J. Rinne
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T. Hussein, P. Paasonen, F. Bianchi, I. Salma,
T. Weidinger, M. Pikridas, J. Sciare, J. Jiang, Y. Liu,
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