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Becoming a foodie in virtual environments:
simulating and enhancing the eating experience
with wearable electronics for the next-generation
VR/AR
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Jinghua Li *ac

Human–machine interfaces (HMIs) have received significant attention for their potential in augmented

reality (AR) and virtual reality (VR). Perception of food is an important component of human sensations

closely related to healthcare and overall quality of life, which, however, is an underrepresented area in

current VR/AR technologies. This review summarizes recent progress in simulating chemical and physical

sensations for enhancing eating experiences by utilizing emerging wearable electronics. We start with a

brief overview of the key sensory components that shape eating-related perceptions, including the

widely studied physical cues (auditory, visual, tactile) as well as the often-overlooked chemical senses

(olfactory, gustatory). Then, we review prior work on eating experience-related HMIs, organizing them

according to two main categories: sensors used for information capture and actuators used for the

simulation of sensations. In the following section, we further discuss the integration of these wearable

electronics with hardware and software to build Internet-of-Things and advanced HMIs for human-in-

the-loop interactions. The final section summarizes remaining challenges and provides an outlook on

the development of eating experience related VR/AR technologies for various applications, with the goal

of providing references and guidelines for future research efforts in this underexplored yet thriving field.

Wider impact
The eating experience is a basic part of daily life, not only essential for supporting basic body functions but also deeply related to psychological well-being.
Creating novel techniques for simulating the eating experience can contribute to improved life quality, enhanced health outcomes and immersive food-related
experiences that promote social interaction and global collaboration. This review discusses recent advancements in wearable electronics for developing VR/AR
technologies that simulate and enhance people’s interactions with food in virtual environments. Given the complex nature of eating, we review the various
sensory aspects involved in this process, including the well-established auditory, visual, and haptic cues, as well as the underrepresented olfactory and
gustatory elements. With the aim of guiding the development of adaptive, human-in-the-loop systems for remote interaction and collaboration, this review
covers recent advancements, including capturing and extracting characteristics from food sources, monitoring human actions, and providing stimuli to
replicate sensory experiences. We also provide an overview of emerging multimodal operating systems that combine several sensory modalities to create
realistic, immersive experiences. Together, this review aims to inspire future work in this underrepresented field of VR/AR, with the goal of developing a new
model for people’s interaction with food and social connections in the digital era.

1. Introduction

As a famous Chinese proverb says, ‘‘Food is the primary
necessity of the people.’’ Food is more than just something
we eat in order to maintain our body. Rather, it is a vital part of
human culture, emotions, and social connections.1,2 The sen-
sory experience of eating involves a rich, intricate interplay of
visual, auditory, tactile, olfactory, and gustatory cues, all of
which shape our perception of food and influence our overall
enjoyment.3–5
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Recent advancements in VR/AR technologies have revolutio-
nized human–machine interactions, offering unprecedented
opportunities to redefine how we perceive and interact with
virtual environments.6,7 With the integration of internet of
things (IoT), these interactions can extend beyond individual
devices, enabling interconnection of digital content across vast
distances, facilitating communication between users and
devices, as well as between users themselves, regardless of
location8–10 (Fig. 1). However, simulating and enhancing the
eating experience in virtual environments remains a challen-
ging, underexplored frontier, leaving a significant gap in the

full sensory immersion VR/AR can offer.11,12 This is associated
with the complicated nature of the eating experience, techno-
logical constraints in simulating relevant sensations during
food interaction, safety and hygiene concerns, and user accep-
tance. In an era where digital interactions are a pivotal phe-
nomenon shaping nearly every aspect of our lives, it is essential
that the eating experience is not left out.13 Just as we have
embraced virtual socializing, remote working, and digital enter-
tainment, integrating eating-related experiences into the digital
realm can offer exciting new possibilities for both personal
health/well-being and social connection.

Fig. 1 Brief overview of VR/AR technology-enabled simulation of eating experiences. (a) Development and evolution of wearable technologies to
simulate/enhance the eating experience and bridge connections to distant realms by combining sensing, communication, and feedback systems. The
figure illustrates an envisioned system where a robot performs distant tasting of food and transmits sensory data to a user for remote perception. (b) The
five human sensory modalities and key components under each category related to food perception experiences. (c) Potential applications of simulating
the eating experience through VR/AR technologies include, but are not limited to, entertainment, healthcare, education, exploration in extreme
environments, and global collaboration. The images are used under a license from Adobe Stock.
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In this context, the emergence of wearable electronics,
which encompass various sensory modalities for both informa-
tion capture and simulation, has created opportunities in this
field. This review looks at how wearable electronics and mod-
ern VR/AR technologies are working together to improve the
eating experience when combined with software systems and
human-in-the-loop interactions. It includes studies on the
widely studied physical cues (auditory, visual, tactile) as well
as the often-overlooked chemical senses (olfactory, gustatory).
We review prior studies on eating experience-related HMIs and
categorize them into visual, audio, haptic, chemical, electrical
and/or thermal stimulation approaches. Then, we further
expand the scope by discussing the integration of wearable
electronics with hardware and software to build the IoT and
advanced HMIs through the involvement of human factors. The
final section summarizes remaining challenges and provides
an outlook on this underexplored yet rapidly thriving field.
These developments not only enhance immersive VR/AR dining
experiences for entertainment and social interactions but also
provide practical applications in healthcare and personalized
nutrition, such as creating diagnostic and rehabilitation tools
for people with eating or swallowing difficulties. They might
also help develop new ways of producing and consuming food
in the digital era. Together, our goal is to provide general
guidelines and inspire further research in this growing field.

2. Capturing information related to
eating experiences for analysis and
enhancement

To deliver meaningful eating experiences in virtual and aug-
mented reality, it is crucial to first capture and interpret the
complex multisensory signals that arise during real-world food
interactions. This spans multiple dimensions, including the
sensory characteristics of the food itself and the physiological
responses elicited in humans during these interactions. This
section outlines recent advancements in sensing technologies
tailored to each of the five key sensory modalities—visual,
auditory, tactile, olfactory, and gustatory. By leveraging various
sensors in bio-integrated formats, and sometimes combining
them with machine learning techniques, researchers have
begun to decode how humans perceive food-related stimuli
across different channels. These efforts serve as the foundation
for developing actuation systems that can simulate the corres-
ponding sensations, a topic that will be explored in subsequent
sections.

2.1. Sensing of food information associated with vision and
audition

Visual and auditory modalities are two well-established
domains in current VR/AR technologies, where capturing infor-
mation from users and their surrounding environments plays
an important role. Visual sensing devices, such as complemen-
tary metal–oxide–semiconductor (CMOS) cameras, depth sen-
sors, and spectral imaging systems, detect detailed features of

food appearances, including color, shape, and surface texture.
These sensors enable accurate representation of visual cues
that influence taste perception. Auditory sensing technologies,
including MEMS microphones and other acoustic sensors,
capture food-related sounds like chewing, frying, or pouring,
which enhance the perception of texture and freshness. These
technologies are already well-developed and have been inte-
grated into commercial devices at a relatively mature stage,
with detailed information available in other sources. Conse-
quently, this review will not provide an extensive overview of
these areas. The current VR/AR devices, especially headsets,
incorporate devices for both sensing and actuation of visual
and auditory information/stimuli. More information will be
provided in the later actuation sections.

2.2. Detection of food texture information associated with
tactile sensation

Aside from the visual and auditory modalities that can be
captured and/or simulated using commercially available head-
sets, eating experiences involving other senses have been much
less explored using current VR/AR technologies. For example,
while sounds and images are relatively easy to synthesize, there
are very few studies that address human mechanosensitivity
within the mouth during eating or the simulation of food
textures. Integrating tactile sensations into VR/AR requires
efforts across multiple dimensions and their combination,
including understanding key textural parameters of food, cap-
turing these parameters through sensors (on either robotic
systems/users), evaluating human perception and feedback,
recording and decoding responses, and ultimately, simulating
these stimuli to create realistic sensations.14–17 The mouth is
the primary organ responsible for sensing the texture of food.
Additionally, sensory input from other parts of the body, such
as the hands or throat, also plays a role in shaping the eating
experience. Collecting and deciphering signals from these
organs can aid in analyzing human interactions with food,
provide real-time feedback accordingly, and even enable inter-
active experiences for users in distant environments within
future metaverse scenarios. Fig. 2 presents representative stra-
tegies for capturing food texture information, with a focus
on their working principles, structural designs, and applica-
tions. Compared with conventional sensory evaluation (e.g.,
manual touch testing), the instrumental evaluation method
can characterize many textural features of foods with improved
accuracy, repeatability, and versatility. Fig. 2a illustrates a
quantitative tester for characterizing the hardness of foods,
such as fruits, designed to replace traditional subjective meth-
ods such as the ‘‘fingernail’’ or ‘‘finger press’’ test.18 The device
determines hardness by measuring the air pressure required to
insert a blunt-ended 5/32-inch diameter piston into the test
material to a fixed depth (1/32 inch). The applied pressure is
measured with a pressure gauge, and a circuit triggers an
indicator light to signal when the predetermined insertion
depth is reached. It has replaceable piston heads facilitating
adjustable insertion depths, making it suitable for measuring
different types of foods. The test material can remain
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Fig. 2 Strategies employed by the research community for detecting and analysing food textures. (a) Measuring the gas pressure required to push the
blunt end of a piston into the test material to analyse the texture of objects,18 Copyright 1949. (b) Using the FOI tester to measure the elasticity and
firmness of fruit non-destructively by applying drop weight impact, forced impact, and acoustic impulse response fusion techniques,19 Copyright 2017,
Elsevier. (c) Using the texture analyser with a needle probe to pierce samples and test their hardness, elasticity, and texture characteristics,20 Copyright
2016, American Pharmacists Association. (d) Applying touch sensor array pads made of carbon nanotube and silicone composites for strain sensing,21

Copyright 2024, Springer Nature. (e) Using a flexible bacterial cellulose/Ti3C2Tx MXene bio-3D porous aerogel to measure bite force,22 Copyright 2021,

Review Materials Horizons

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

9 
M

ei
 2

02
5.

 D
ow

nl
oa

de
d 

on
 2

3/
07

/2
02

5 
15

:5
7:

39
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n-
N

on
C

om
m

er
ci

al
 3

.0
 U

np
or

te
d 

L
ic

en
ce

.
View Article Online

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d5mh00488h


This journal is © The Royal Society of Chemistry 2025 Mater. Horiz.

essentially intact after the test with minimal damage. Fig. 2b
illustrates the method of non-destructive measurement of
textures of fruits and vegetables utilizing a multi-sensor data
fusion technology: using forced impact (FOI) to predict the
apparent elastic modulus and Magness-Taylor hardness of
fruits and vegetables.19 The FOI system consists of a linear
electromagnet driver, a control circuit, a load sensor, an
aluminum plate, an adjustable height bracket, and a data
acquisition unit. The electromagnet driver generates a control-
lable pulse, the steel ball hits the sample, and the load sensor
records the impact signal and transmits it to the computer for
analysis. The results can accurately predict the texture of food.
Fig. 2c illustrates another example of a needle probe, a widely
used geometry in texture analyzers, designed for quantitative
characterization.20 It measures the deformation and destructive
behavior of food when subjected to an applied force. The
needle penetrates the food sample at a controlled speed, while
the force applied is either predefined or adjusted based on the
test requirements. As penetration occurs, the sensor measures
the resulting changes in force and displacement. The system
then generates a force–displacement curve, which is used to
analyze key textural parameters of the food, such as hardness,
elasticity, and viscosity.

Nevertheless, conventional off-line food texture analyzers
can only provide reading parameters and are not capable of
communicating or delivering sensations. This limits their
integration with VR/AR technologies that seek to provide users
with immersive and realistic experiences. The recent develop-
ment of bio-integrated electronics offers promising opportu-
nities by digitally recording and communicating various signals
at multiple locations of the body when interacting with food.
The human body can perceive various mechanical stimuli, such
as pressure, vibration, and movement through specialized
mechanoreceptors. Such information can, in turn, be leveraged
to analyze the food textural parameters and enhance the
sensory aspects of the eating experience. Hard and soft tissues
within the mouth, such as the teeth, gums, hard palate, and
tongue, play important roles in texture perception. Among
them, teeth have periodontal and intradental mechanorecep-
tors and can provide information about the hardness, coarse-
ness, and brittleness of food. Bite force is a common parameter
for evaluating masticatory function in dental research. Mouth-
guard sensors have been reported in recent years for detecting
occlusal patterns through the mapping of biting force. Sensors
in mouthguard design also serve as a class of bio-integrated
electronics that can enable efficient data collection without
disrupting daily activities. Fig. 2d introduces a teeth- and
tongue-controlled oral pad (oPad) that employs a tactile sensor

array composed of carbon nanotubes (CNTs) embedded in a
silicone elastomer matrix.21 The CNTs provide exceptional
sensitivity to pressure variations. To further enhance the sensi-
tivity, the film surface incorporates spinous microstructures
fabricated using a sandpaper stencil printing process, which
concentrate local stress at contact points. The resulting sensor
array can detect pressures of up to 700 kPa, making it respon-
sive to both gentle tongue slides and strong teeth bites.
Supporting the sensor array is a flexible printed circuit board
(PCB) that houses critical electronic components. The oPad is
encapsulated within a three-dimensional (3D)-printed thermo-
plastic polyurethane mouthguard that ensures both biocompat-
ibility and mechanical flexibility. To protect the sensor from
damage caused by saliva or excessive biting, the assembly is
coated with polydimethylsiloxane (PDMS) elastomer layers. A
compact lithium battery is embedded within the mouthguard,
providing power for up to 20 hours of continuous operation.
When the tongue slides or the teeth bite, the applied pressure
causes the resistance of the composite to decrease. The oPad
can convert oral movements into intuitive and precise control
commands. This makes it an effective tool for a variety of
applications, including gaming, virtual keyboard typing, and
assistive technologies like wheelchair navigation, particularly
benefiting individuals with mobility limitations. Fig. 2e show-
cases a flexible sensor engineered from a degradable bacterial
cellulose/Ti3C2Tx MXene bioaerogel for detecting bite force.22

The sensor leverages bacterial cellulose as the matrix material,
integrating its abundant functional groups with the superior
mechanical and electrical properties of MXene to construct a
3D porous bioaerogel with high pressure sensitivity. During
biting, the sensor undergoes deformation in its 3D porous
structure upon application of pressure, which induces changes
in resistance. The sensor quantitatively determines the magni-
tude of the applied pressure within a range of 0.1 N to 50 N. The
lightweight bioaerogel is suitable for extended wear. It demon-
strates excellent pressure-sensing capabilities, with high sensi-
tivity (125.8 kPa�1), a low detection limit of 10 Pa, and stable
performance over 5000 loading and unloading cycles. The
bioaerogel also shows remarkable biocompatibility, achieving
a cell viability rate of 99.3% � 1.5% in cytotoxicity tests,
ensuring safety for direct contact with the human body. For
example, it has been used to enhance real-time oral health
monitoring by combining bite force measurement with gas
sensing to accurately detect the intensity, position, and contact
sequence of bite forces, providing important data support for
dental occlusion analysis, orthodontic evaluation, and restora-
tion fitting. Fig. 2f illustrates an interactive mouth guard based
on mechanoluminescence-powered distributed-optical-fibre

American Chemical Society. (f) Integrating distributed fiber optic sensors into the mouthguard, enabling the measurement of bite force through
mechanoluminescence,23 Copyright 2022, Springer Nature. (g) Monitoring swallowing strain by applying filamentous serpentine thin epidermal patch
electrodes,26 Copyright 2020, The American Association for the Advancement of Science. (h) Using non-invasive skin-mounted sensors to acquire sEMG
and strain signals for tracking swallowing and laryngeal movements,27 Copyright 2019, The American Association for the Advancement of Science.
(i) Employing TVAN and SPAN tactile sensors to sense texture, hardness, and temperature of objects,31 Copyright 2024, Wiley-VCH GmbH. (j) Using 3D
architected electronic skin capable of sensing normal force, shear force, and strain to measure the texture of fruits of various shapes,32 Copyright 2024,
The American Association for the Advancement of Science.
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sensors (mp-DOFs).23 Specifically, the design employs an opti-
cal fibre with various transition-metal-doped ZnS embedded at
several predefined locations. Doping Cu2+/Mn2+, Cu2+ and Cu+

into the ZnS host enables orange, green and blue mechanolu-
minescent emissions. The sensor converts distributed compres-
sion externally applied to the fibre into mechanoresponsive
phosphors emitting light at different wavelengths. Optical
signals are transmitted through the fiber via total internal
reflection and captured by red–green–blue (RGB) sensors,
enabling the detection of various occlusal patterns during
interactive bite-controlled operations. Combining machine
learning algorithms with the device allows for the translation
of complex patterns into specific data inputs with an accuracy
of 98%. Representative demonstrations include operating com-
puters, smartphones and wheelchairs.

The act of eating involves cooperation between muscles,
nerves, and structures within the throat, making it a vital area
for monitoring in food-related research and healthcare. The
emergence of wearable sensing technologies has enabled non-
invasive, real-time tracking of physiological signals associated
with chewing, swallowing, and related muscle activity.24,25

These results may provide insights into the biomechanics of
eating, supporting applications in dietary assessment, dyspha-
gia management, and the development of personalized nutri-
tion and health strategies. Fig. 2g presents an electrically
compensated tattoo electrode designed for electrophysiology at
scale.26 This work is characterized by the development of large-
area, soft, breathable, substrate and encapsulation-free electro-
des. These electrodes achieve high skin conformability, allow-
ing for natural sweating and heat dissipation, while also
covering extensive areas of the body, such as the chest, forearm,
and neck, without imposing mechanical constraints. The
absence of a substrate or encapsulation makes the electrodes
lightweight, comfortable, and capable of delivering high-
fidelity electrophysiological measurements. A Cartan curve–
inspired transfer process ensures that the electrodes can be
laminated onto complex, nondevelopable skin surfaces without
introducing strain, wrinkles, or mechanical deformation. The
concept is derived from the Cartan development principle,
which governs how a curve or surface can be ‘‘rolled out’’ or
transferred from one geometry to another while preserving its
original length and shape. In this process, the electrodes are
treated as filamentary curves, and the target surface is modeled
as a curved, non-developable surface. The transfer process
involves carefully ‘‘rolling’’ the electrodes onto the skin in a
manner that eliminates tension or compression along the
filaments, thereby maintaining their structural integrity
and conformability. This method differs from traditional
approaches, such as direct transfer printing, which often
results in strain-induced defects like wrinkles or fractures.
The Cartan transfer process not only enhances the mechanical
robustness of the electrodes but also preserves their ability to
measure biopotentials accurately across large, irregularly
shaped surfaces. The sensors can detect signals related to the
eating experience by monitoring neck muscle activity during
tasks such as swallowing and chewing. For example, it detects

spatial distributions of surface electromyography (sEMG) sig-
nals when the participants swallow different volumes of water.
It also captures sEMG signals as the participant chews on either
the left or right side of the mouth.

Building on the capabilities of flexible, skin-conformal
electrodes, further advancements have led to designs that
target more specific applications, such as monitoring muscle
activity and laryngeal motion in the submental region during
swallowing. Fig. 2h depicts a flexible submental sensor patch,
non-invasively adhered to the mandibular area, capable of
monitoring muscle activity and laryngeal motion during swal-
lowing tasks and related movements.27 The system consists of a
thin, honeycomb-structured patch integrated with sEMG elec-
trodes and a strain gauge. The recorded data provides high-
resolution information about muscle coordination and
mechanical strain during swallowing. The structure of the
patch allows it to conform to the curvature of the skin, main-
taining consistent contact during head or neck movement. The
honeycomb design ensures breathability and comfort while
providing elasticity and durability for repeated use. The sEMG
electrodes are aligned parallel to the muscle fibers, and the
strain gauge is positioned to detect thyroid notch movements.
Data from the patch is transmitted wirelessly to a portable
control unit clipped to the clothing. This unit processes and
relays the data via Bluetooth to an external device for real-time
monitoring or analysis. The custom-built MATLAB code
ensures noise reduction and signal accuracy, distinguishing
swallowing activity from surrounding muscle interference.
When the flexible submental sensor patch operates, it adheres
to the skin beneath the chin, capturing bio-signals crucial for
managing oropharyngeal swallowing disorders.

The sensation perceived on the hand, although not directly
involved in eating action, also serves as an important source of
feedback about the texture, temperature, and overall inter-
action with the food. E-Skin technologies are emerging as
transformative tools in food and eating applications. By repli-
cating the sensory functions of human skin, these devices
enable precise, real-time assessments of food quality, texture,
and other physical properties. Recent advancements in E-Skin
design have focused on creating biomimetic systems capable of
detecting subtle variations in mechanical properties, such as
elasticity and firmness, critical for evaluating food freshness
and ripeness.28–30 These flexible and durable sensors operate
under complex conditions, including temperature changes and
repetitive mechanical interactions, to provide reliable, multi-
modal feedback. Fig. 2i presents a zero-bias bionic fingertip
E-Skin that leverages a combination of the Transient Voltage
Artificial Neuron (TVAN) and Sustained Potential Artificial
Neuron (SPAN) for tactile perception.31 The TVAN uses an
Ecoflex thin film (200 mm thick) with a honeycomb surface
pattern. This design ensures isotropic output along any sliding
direction and enhances vibration sensing. During sliding con-
tact with a surface, transient voltages are generated due to the
triboelectric effect between the Ecoflex film and the object. The
SPAN sensor is constructed using a double-network ionic
hydrogel composed of polyvinyl alcohol and polyacrylamide,
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with lithium chloride as the ion source and glycerol as a
flexibility regulator. Electrodes made of Cu and Al are attached
to either side of the hydrogel, which operates in a self-powered,
zero-biased mode. The system works based on the sustained
electrochemical potential difference between the electrodes.
Applied pressure increases the contact area and reduces con-
tact resistance, enhancing the potential signal, while tempera-
ture changes increase the ion mobility within the hydrogel,
decreasing intrinsic resistance and elevating the signal. The
sensor can decouple pressure and temperature effects due to
their distinct impacts on the output, which are further analyzed
using machine learning to achieve accurate multimodal tactile
sensing. Together, the E-Skin can successfully perceive detailed
object characteristics, including texture, hardness, tempera-
ture, and material composition and can be used to evaluate
the texture of foods such as fruits, vegetables, or baked goods.
With just a light touch, the E-Skin can capture the unique
characteristics of the target fruit and the average accuracy can
reach 99.0%. It can also be used to detect foods of different
temperatures and softness, such as warm and chilled steamed
buns. While the bionic fingertip E-Skin focuses on achieving
multimodal tactile perception through advanced material and
sensor design, the three-dimensionally architected electronic
skin (3DAE-Skin) expands these capabilities by emulating the
structural complexity of human skin, enabling detailed and
versatile applications including food quality evaluation. Fig. 2j
illustrates a 3DAE-Skin that mimics human mechanical
perception.32

It features a multilayer architecture that replicates the tri-
layer design of human skin, consisting of an epidermis for
surface protection, a dermis that embeds the majority of the
sensing components, and a hypodermis for support and cush-
ioning. The sensor array in the 3DAE-Skin consists of 240
piezoresistive sensors integrated into a 5 � 5 grid. Each func-
tional unit within the array comprises multiple layers, includ-
ing two layers for force sensing, two for strain sensing, and five
polyimide (PI) layers that encase the sensing elements. Force
sensors are positioned closer to the surface on eight-armed
cage mesostructures with a height of approximately 600 mm to
detect normal and shear forces, while strain sensors are
embedded deeper, on arch mesostructures with a height of
about 250 mm, to sense tensile strain. The 3DAE-Skin decouples
the sensing of normal force, shear force, and tensile strain. The
system is both durable and flexible, with an elastic modulus of
about 194 kPa, similar to that of human skin. The device
enables tactile sensing for detailed spatiotemporal mapping
of forces and strains, allowing assessments of object properties
such as elasticity, curvature, and surface texture. In food quality
assessments, it can measure the modulus of fruits and baked
goods to determine their freshness and ripeness based on
changes in rigidity.

2.3. Capturing olfactory data using sensors

Transitioning from mechanical interaction to chemical percep-
tion, olfactory cues represent a less tangible but equally power-
ful aspect of the eating process. Unlike tactile sensations, which

rely on physical pressure or deformation, olfaction operates
through airborne volatile compounds that stimulate specia-
lized receptors in the nasal cavity. These smells often arrive
before the food is even tasted, shaping expectations and evok-
ing emotional or memory-based responses. Integrating olfac-
tory data adds depth to sensory analysis, offering a more
complete depiction of food perception beyond touch and feel.
This section discusses recent progress in sensing technologies
relevant to the development of advanced digital olfactory inter-
faces. Olfaction complements the basic tastes detected by the
tongue. It integrates with other sensory inputs, such as texture
and taste, to create the gestalt of the eating experience and is
also strongly linked to emotions and memories through phy-
siological and psychological influences. Thus, developing odor
sensors capable of decoding complex odor species and inte-
grating these inputs into next generation HMIs are essential for
enhancing the chemical connectivity between virtual and real
spaces. A long-lasting challenge in this field, however, is that
gas molecules are typically small in size and low in molecular
weight, and achieving selective detection using chemical sen-
sors is challenging due to the lack of available highly specific
receptors for individual gas molecules. Consequently, estab-
lished electronic noses typically have low recognition capabil-
ities in determining the exact gas species and concentrations in
mixtures. The research community typically addresses this
challenge by developing intelligent systems that integrate sen-
sors with classification algorithms, with a focus on the minia-
turization of physical systems, enhancing species recognition,
and improving response time and accuracy.

Machine learning algorithms play an important role in
enhancing the performance of artificial olfactory systems by
enabling pattern recognition, feature extraction, and classifica-
tion of multiple gas categories and complex gas mixtures.33

Commonly used methods include K-Nearest neighbors
(KNN),34 support vector machines (SVM),35 and principal com-
ponent analysis (PCA),36 which provide effective solutions for
pattern recognition and data dimensionality reduction. Artifi-
cial neural networks (ANNs),37 such as backpropagation neural
networks (BPNNs),38 convolutional neural networks (CNN),39

and radial basis function neural networks (RBFNNs),40 are
also commonly employed to model complex relationships in
sensor data. In addition, spiking neural networks (SNNs) have
emerged as a promising approach, offering biologically inspired
processing capabilities that align well with the dynamic nature of
olfactory signals.41 Dimensionality reduction techniques, such
as t-distributed stochastic neighbor embedding (t-SNE), are also
applied to visualize high-dimensional sensor responses.42

Together, these algorithms form a versatile toolkit for interpreting
sensor responses and supporting real-time odor recognition in
electronic nose systems. Several representative studies that incor-
porate machine learning into electronic noses will be discussed in
detail in the following section.

To facilitate clearer understanding of diverse sensing stra-
tegies in olfactory interface research, these systems can be
categorized into two main types: engineered material interfaces
and biological receptor-based interfaces. Engineered material

Materials Horizons Review

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

9 
M

ei
 2

02
5.

 D
ow

nl
oa

de
d 

on
 2

3/
07

/2
02

5 
15

:5
7:

39
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n-
N

on
C

om
m

er
ci

al
 3

.0
 U

np
or

te
d 

L
ic

en
ce

.
View Article Online

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d5mh00488h


Mater. Horiz. This journal is © The Royal Society of Chemistry 2025

interfaces utilize only synthetic or inorganic materials (such as
conductometric metal oxides (MOXs), metal–organic frame-
works (MOFs), solid polymer electrolytes (SPEs), and colori-
metric hydrogels) that detect odorants through redox reactions,
adsorption, or other physicochemical processes. In contrast,
biological receptor-based interfaces employ olfactory receptor
proteins or their synthetic analogs to enable highly specific
molecular recognition, closely replicating the mechanisms of
the native human olfactory system.

MOXs, which work based on surface reactions, are widely
used and investigated materials in gas sensing due to their high
sensitivity, low cost, and flexibility in mass production. Gas
molecules can either donate electrons to or withdraw electrons
from MOXs, resulting in changes to the electrical properties of
MOXs that can be measured.43 Based on well-established
research in e-noses over the past few decades, this concept
has been adapted for the detection of diverse odor species.
Fig. 3a highlights an innovative design that incorporates MOXs
into integrated chips for olfactory sensing.44 The sensing chip
comprises top electrodes, a multi-component interfacial (MCI)
layer, a PdO/SnO2 nanotube sensing layer in a porous alumina
membrane (PAM) channel, bottom electrodes, an insulating
layer and a Pt heater. The MCI layer, fabricated by suspended
mask-assisted sputtering (SMAS), achieves a gradient distribu-
tion of four metal oxides (ZnO, NiO, In2O3, and WO3) by varying
the distance between the mask and the PAM substrate, creating
distinct pixels. These pixels form a heterojunction with the
PdO/SnO2 sensing layer to regulate carrier transport, resulting
in a sensor array with diverse sensors that mimic human
olfactory receptors. Each pixel functions as an individual sensor
with a unique resistance response to different gases, producing
resistance heat maps specific to each gas type. The biomimetic
olfactory chip (BOC) can detect eight gas species (acetone,
carbon monoxide, ethanol, formaldehyde, nitrogen dioxide,
toluene, hydrogen, and isobutylene) at concentrations ranging
from 20 ppb to 4 ppm and is capable of recognizing 24 distinct
odors, including mixtures. Advanced machine learning algo-
rithms are employed, including a 4-layer CNN for single-gas
classification, a 5-layer fully connected neural network (FNN)
for gas mixture concentration prediction, and t-SNE for visua-
lizing odor relationships. The compact chip measures just
8 mm2 and integrates up to 10 000 individually addressable
sensors with 10 � 10 mm2 sensing units. It achieves a gas
recognition accuracy of 99.04%, outperforming existing sys-
tems in sensitivity, diversity, and power efficiency. Key features
include the innovative vertical structure, a Pt heater for optimal
performance at 240 mW, excellent repeatability, and long-term
stability. A robot dog integrated with the sensor chip can
identify odors in blind boxes by integrating visual and olfactory
sensory data. Using a pre-trained CNN network, the system
efficiently recognizes gases and odors at distances of up to 4 m.

While progress has been made in identifying odor species,
the response time of many systems remains at the scale of
seconds, even though odors can occur within tens of millise-
conds. A recent study utilizing MEMS-based MOx sensors with
ultrafast heater modulation cycles of 50 ms has achieved

remarkable advancements.45 These cycles are enabled by a
combination of open-loop control, which uses a linear model
calibrated to map heater resistance to temperature, and closed-
loop control, which dynamically adjusts the temperature to
compensate for errors and environmental fluctuations. This
dual approach ensures precise and rapid cycling between
150 1C and 400 1C with high temporal accuracy. As a result,
the system can classify single odor pulses as short as 10 ms and
resolve odor switching patterns at frequencies up to 60 Hz,
surpassing the performance of animal olfaction in specific
tasks. Tested with synthetic food-related odorants (isoamyl
acetate, ethyl butyrate, cineole, and 2-heptanone), it demon-
strates response and recovery times of 87 � 20 ms and
106 � 24 ms, respectively, with 100% classification accuracy
for odor pulses lasting 50 ms or longer. Leveraging advanced
machine learning algorithms, such as KNN and SVM, along
with phase-locked and frequency-domain features, the system
ensures robust classification. Compact and energy-efficient
(1.2–1.5 W), this electronic nose addresses critical challenges
in mobile robotics, environmental monitoring, and security,
enabling accurate odor tracking and source localization in
dynamic, turbulent environments.

MOFs offer distinct advantages for gas sensing, including
high surface area, tunable pore size, chemical versatility, and
selective binding, making them a promising choice for
advanced applications.46–51 A novel design utilizing a conduc-
tive MOF, Ce-2,3,6,7,10,11-hexahydroxytriphenylene (Ce-
HHTP), is showcased in Fig. 3b as the foundation for an
artificial olfactory memory system.52,53 This system integrates
the MOF on an interdigital electrode connected to a series
circuit to detect target gas molecules. It addresses key chal-
lenges in replicating human olfactory memory by integrating
sensory input with distinct short- and long-term memories and
adapting to dynamic chemical stimuli. The system exhibits
short-term resistance responses to alcohols (methanol, ethanol,
and propanol) and long-term resistance responses to aldehydes
(formaldehyde, acetaldehyde, propionaldehyde, glutaralde-
hyde, and benzaldehyde). It also demonstrates unique short-
term responses to ketones like acetone, where the response is
only 17% of that for propanol, ensuring minimal interference
with alcohol detection and no effect on aldehyde detection.
With a detection limit of 3 ppm for propionaldehyde and stable
operation over seven days, its applications include integration
with unmanned aircraft for remote pollution monitoring,
portable detection boxes, and wearable flexible patches for
health management and aldehyde dosimetry, highlighting its
significant potential for environmental and health-related
innovations.

Colorimetric reagents are chemicals that react with specific
analytes to produce distinct color changes, enabling the detec-
tion and identification of substances. These reactions typically
involve chemical interactions such as oxidation–reduction,
acid–base reactions, or complex formation, resulting in mea-
surable color shifts.50 Due to their high specificity and sensi-
tivity, colorimetric reagents can be used for smell related target
analyte detection. A novel artificial olfactory sensing system,
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Fig. 3 Strategies employed by the research community for sensing odors: (a) Utilizing MOXs as sensing agents, combined with machine learning, to
distinguish between pure gas chemicals and mixtures,44 Copyright 2024, Springer Nature. (b) Employing MOFs as sensing agents to differentiate alcohols
and aldehydes based on varying memory durations,52 Copyright 2024, Springer Nature. (c) Using colorimetric reagents to identify nonvolatile airborne
microparticles,54 Copyright 2020, Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim. (d) SPEs to detect the presence of H2S,57 Copyright 2023, Wiley-VCH
GmbH. (e) Utilizing hORs with the aid of machine learning to discriminate four SCFAs and their mixtures,59 Copyright 2024, The American Association for
the Advancement of Science.
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showcased in Fig. 3c, utilizes a hydrogel matrix embedded with
colorimetric reagents as its core component.54 This system
addresses critical challenges in detecting ultralow or nonvola-
tile analytes, such as airborne improvised explosive micropar-
ticulates, by mimicking natural olfactory mucosa and odorant
binding proteins. By leveraging specific chemical reactions, it
can detect substances including hypochlorite, chlorate, per-
chlorate, urea, and nitrate. The system demonstrates excep-
tional sensitivity and provides rapid response times ranging
from 0.2 to 20 seconds depending on the analyte. Additionally,
it features high specificity, excellent reusability over ten cycles,
and robust performance against interference. These capabil-
ities make it well-suited for detecting airborne explosive
microparticulates, as well as broader applications in environ-
mental monitoring and security. The integration of RGB-based
analysis and hierarchical clustering ensures precise analyte
discrimination.

SPEs are versatile materials consisting of a polymer matrix
combined with ionic species, such as salts or ionic liquids,
enabling ionic conduction in a solid-state medium. These ionic
species interact with gas molecules, altering the electrical
properties of the system, making SPEs highly suitable for gas
sensing applications.55,56 Fig. 3d demonstrates a study addres-
sing the challenges of developing synaptic devices with high
sensitivity, selectivity, and low operational voltage for olfactory
systems by integrating sensing and memory functions to mimic
cumulative gas exposure effects.57 The biomimetic olfactory
synapse, based on a polymer poly(3,4-ethylenedioxythiophene)
doped with a poly(styrene sulfonate) (PEDOT:PSS) organic
electrochemical transistor (OECT) and a porous SPE, demon-
strates ppb-level sensitivity and exceptional selectivity for
hydrogen sulfide (H2S) over other gases. The porous SPE,
fabricated via a breath-figure method, enhances ion mobility
and surface interaction, enabling efficient low-voltage opera-
tion (r1 V) and robust synaptic plasticity. Synaptic weight
changes (DW), which represent the modulation of the postsy-
naptic current, allow the device to emulate short-term memory
(STM) and long-term memory (LTM). STM is characterized by
reversible changes in DW at low H2S concentrations (e.g.,
0.2–1 ppm), where the channel current increases during expo-
sure and fully recovers after stimulus removal, resulting in
DW = 0. For instance, at 0.2 ppm H2S, the channel current
transiently increases but returns to baseline after 300 seconds.
In contrast, LTM is observed at higher H2S concentrations
(Z1 ppm) or prolonged exposure, where DW becomes persistent,
indicating non-volatile behavior and cumulative damage. At 5
ppm H2S, for example, the channel current remains suppressed
even after stimulus removal, demonstrating LTM. The transition
from STM to LTM, modulated by increasing H2S levels or expo-
sure durations, reflects the progressive impact of toxic gases on
biological systems. This biomimetic synapse achieves real-time
wireless monitoring of H2S released by spoiled food, highlighting
its significant potential for applications in food safety, healthcare,
and intelligent artificial olfactory systems.

Although significant progress has been made in developing
artificial odor sensors using chemical interfaces, these systems

still lag behind the sophistication of mammalian olfactory
systems, where olfactory receptor proteins specifically recog-
nize and bind to odorant molecules. To bridge this gap, directly
integrating human olfactory receptors (hORs) offers a promis-
ing avenue for advancing olfactory sensing systems.58 A key
challenge in this field is the accurate discrimination of chemi-
cally similar compounds, such as odorants with varying chain
lengths. Addressing this challenge, Fig. 3e presents an artificial
olfactory system (AOS) that combines hORs with artificial
synaptic devices.59 The system’s uniqueness lies in its integra-
tion of hORs, which are overexpressed in Escherichia coli,
purified, and assembled into nanodiscs with membrane scaf-
fold proteins (MSPs). These nanodiscs are immobilized onto a
graphene surface, forming an extended gate device capable of
specific binding interactions with odorants. Upon exposure to
short-chain fatty acids (SCFAs) like propionic acid, butyric acid,
valeric acid, and hexanoic acid, as well as their mixtures, the
AOS produces distinct conductance patterns. For mixture test-
ing, the total concentration is fixed at 3 ppm, with each SCFA
contributing equally. The conductance patterns from single
SCFAs are combined to simulate mixture responses, which
are processed by an ANN, enabling high-accuracy odorant
recognition (490% accuracy). The system demonstrates excep-
tional sensitivity, with detection limits ranging from 0.07 to
1.30 ppm depending on the SCFA and hOR used. By leveraging
specific receptor-odorant interactions and neuromorphic algo-
rithms, the AOS successfully mimics the pattern recognition
capabilities of mammalian olfactory systems. This innovation
opens the door to practical applications, such as diagnostics for
identifying SCFAs as biomarkers for gastrointestinal diseases
and halitosis, environmental monitoring, and next-generation
sensory technologies for IoT applications.

2.4. Development of electronic tongues for taste information
capture

While olfaction provides a preview of flavor through aromatic
compounds, gustation completes the chemical dimension by
identifying basic taste modalities such as sweetness, sourness,
saltiness, bitterness, and umami. These two senses work syner-
gistically to construct a unified flavor profile, yet each contri-
butes unique information. Gustation involves direct interaction
between soluble molecules and taste receptors on the tongue,
creating immediate feedback on nutrient content, palatability,
and safety. To simulate the full sensory richness of eating, it is
crucial to capture taste information, accurately detect asso-
ciated human responses, and understand their interaction with
olfactory cues in shaping overall food appreciation.60,61 To this
end, the electronic tongue technology quantifies the chemical
components of taste samples, enabling the objective identifi-
cation and characterization of flavor attributes including both
fundamental tastes and complex ones. This approach improves
reproducibility and objectivity, minimizes variability in indivi-
dual assessments, and delivers more accurate and quantifiable
data compared to traditional sensory evaluation methods that
rely on subjective human judgment. Some lipid membrane-
based electrochemical sensors have been commercialized, such
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as the Alpha M.O.S and TS-5000Z electronic tongue systems
demonstrated in Fig. 4a.62,63 Specifically, when artificial lipid
membranes are immersed in aqueous solutions, the acidic
groups within the lipid molecules dissociate, resulting in a
negatively charged membrane and the formation of a double
electric layer at the interface. For example, in the presence of
acidic substances, protons from the acidic compounds recom-
bine with the acidic groups on the membrane, thereby prevent-
ing or reducing dissociation and decreasing the number of
negatively charged sites. On the other hand, when salts such as
NaCl are introduced, Na+ approach the negatively charged
membrane surface, and their electrostatic interactions effec-
tively confine the influence of the double electric layer to a
smaller spatial region, a phenomenon commonly referred to as
the shielding effect. Controlling the chemical composition of
the lipid membrane, introducing functional modifications, and
combining multiple lipid membranes enhance the resolution
and accuracy of concentration measurements for different taste
substances. However, most existing electronic tongues can only
provide offline reading parameters to users and are not capable
of delivering sensations in real-time for rapid feedback and
decision making. The high cost, bulkiness, and lack of port-
ability of commercial sensors emphasize the necessity of devel-
oping novel electronic tongue systems.

The difference in electron affinity between materials leads to
natural charge transfer upon contact, generating measurable
electrical signals. When solutions contain different taste sub-
stances, their conductivity and electron affinity vary accord-
ingly. Based on this principle, triboelectric taste sensors have
been developed with advantages such as simple structure, high
sensitivity, and self-powered operation. Fig. 4b demonstrates
an integrated triboelectric biomimetic electronic tongue system
with a gravity-guided design, allowing a single droplet of the
sample solution to sequentially contact different sensors under
gravity, producing characteristic electrical signals.64 Specifi-
cally, when the droplet touches the polymer layer at the top
of the sensor, the difference in electron affinity causes the
solution and polymer to acquire positive and negative charges,
respectively. As the charged droplet approaches or moves away
from the metal electrode, induced charges are generated on the
electrode, leading to distinct electrical signals. By selecting
materials with varying electron affinities (e.g., polytetrafluor-
oethylene (PTFE), perfluoroethylenepropylene (PEP), polyethy-
lene (PE), and PDMS) as functional layers of the sensors and
arranging them in sequence, the sequential interaction
between the liquid and the sensors produces unique voltage-
time response curves that encode the taste profile of the
sample. By integrating support vector classifier (SVC) and
random forest (RF) algorithms, the system achieves high-
precision measurement and identification of chemical samples
(e.g., deionized water, hydrochloric acid, sodium chloride,
sodium hydroxide), environmental samples, and food samples
(e.g., black tea, white tea, and oolong tea).

Photoresponsive taste sensors utilize optical signals to
detect and distinguish taste compounds, offering an alternative
approach characterized by high sensitivity, specificity, spatial

resolution, energy-efficient operation, and ease of multifunc-
tional integration. Fig. 4c illustrates a photoresponsive electro-
nic tongue system based on a Tb3+-functionalized multimodal
hydrogen-bonded organic framework (HOF).65 This system
integrates dual optical signals—fluorescence and phosphores-
cence—enabling the accurate and reproducible identification
of umami, sour, and bitter tastes. The sensor generates char-
acteristic dual-emission signals through the interaction
between taste compounds, Tb3+ ions, and the organic frame-
work. Specifically, the system relies on fluorescence at 544 nm
and phosphorescence at 410 nm. Disodium 50-inosinate
(IMP) and disodium 50-guanylate (GMP) (umami substances)
significantly quench both fluorescence and phosphorescence
signals, whereas citric acid and oxalic acid (sour substances)
quench fluorescence without affecting phosphorescence.
Bitter compounds, such as 2-furaldehyde (2-FA) and 5-
hydroxymethylfurfural (5-HMF), cause distinct signal reduc-
tions based on their interactions with the Tb3+-HOF structure.
This multimodal detection approach allows the sensor to create
‘‘fingerprint information’’ for each taste compound, enabling
accurate identification and classification without requiring
complex data processing.

Traditional electronic tongue designs often rely on separate
sensing and computational units, which increase system com-
plexity, energy consumption, and hardware requirements. In
contrast, neuromorphic devices integrate sensing, computa-
tion, and signal processing into a single system. Fig. 4d illus-
trates a metal–oxide–semiconductor field-effect transistor
(MOSFET)-based artificial gustatory neuron system that mimics
the integrate-and-fire (IF) behavior of biological neurons.66

Under a constant current source, charge accumulation in the
drain parasitic capacitor causes the drain voltage to increase
until it reaches the latch-up voltage, which triggers a rapid
discharge to the source and generates a spike signal. The drain
voltage then returns to its initial value, repeating the process to
produce periodic spike signals. The extended gate, equipped
with a functional sensing layer connected to the MOSFET gate,
detects changes in ion concentration, which alter the gate
potential and further modulate the latch-up voltage, resulting
in spike signals with varying frequencies. This mechanism
directly enables the conversion of ion concentration into fre-
quency. The pH-sensitive and sodium-sensitive artificial gusta-
tory neurons use Al2O3 and sodium ionophore X as functional
sensing layers, respectively. Finally, a single-layer perceptron
(SLP) neural network is constructed based on the artificial
gustatory neurons and identically structured MOSFETs. This
fully hardware-integrated electronic tongue successfully classi-
fies vinegar and saline solutions.

In addition to the five basic tastes, astringency perception is
a taste of interest for electronic tongue systems. Inspired by the
ability of the human tongue to perceive astringency through
interactions between salivary proteins and tannins, Fig. 4e
demonstrates a flexible hydrogel-based artificial tongue that
effectively mimics this unique mechanism.67 The electronic
tongue employs a thin saliva-like hydrogel material, which
combines mucin proteins, lithium chloride (LiCl) electrolytes,
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Fig. 4 Representative electronic tongue systems for taste signal measurement and analysis. (a) Representative models and sensing mechanisms of
commercial lipid-membrane-based electronic tongue systems,62,63 Copyright 2010, The Author(s). Copyright 2023, The Authors, License MDPI, Basel,
Switzerland. (b) An integrated gravity-driven triboelectric electronic tongue for liquid classification of chemical, environmental, and food samples,64

Copyright 2024, Springer Nature. (c) An intelligent multi-photoresponsive electronic tongue for umami, sour, and bitter taste sensing based on Tb3+-
functionalized hydrogen-bonded organic frameworks,65 Copyright 2024, Wiley-VCH GmbH. (d) An artificial taste neuron based on an extended-gate
MOSFET biosensor capable of simultaneous perception and spike encoding,66 Copyright 2022, American Chemical Society. (e) A flexible ion-conducting
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and a 3D porous polyacrylamide (PAAm) polymer network.
When exposed to tannic acid (TA), a representative polyphenol,
the hydrogel undergoes a structural transformation. TA mole-
cules interact with mucin through hydrogen bonding and
hydrophobic interactions, forming hydrophobic aggregates
that convert the microporous hydrogel into a hierarchical
micro/nanoporous structure. This transformation enhances
ionic conductivity, enabling the conversion of concentration
signals into electrical currents, with a wide sensing range
(0.0005–1 wt%) and high sensitivity (0.292 wt%�1). The artifi-
cial tongue demonstrates wide applicability, such as the quan-
tification of astringency in beverages and fruits. It effectively
monitors tannin levels in wine and tracks astringency changes
during fruit ripening using a simple wipe-and-detection
method. A 3 � 3 sensor array provides real-time taste mapping,
highlighting its potential for practical applications such as
quality control and taste standardization.

The complex mechanisms of human taste perception
require replicating taste signals that are consistent with human
sensory responses. This involves not only measuring the con-
centrations of different substances but also incorporating
functionalities similar to the human sensory system. One such
functionality is the synergistic effect of umami, where combin-
ing two or more umami substances, such as amino acids and
nucleotides, produces a taste intensity far greater than the sum
of the individual substances. Fig. 4f illustrates an electronic
tongue based on the Venus flytrap domain (VFT) of the human
T1R1 receptor and bimetallic MoS2-PtPd nanomaterials, which
measures the synergistic effects of umami substances.68 The
T1R1-VFT domain assembles onto the surface of MoS2-PtPd
nanomaterials through Au–S bonds, forming a stable and high-
affinity sensing interface. MoS2-PtPd nanomaterials enhance
electron transfer and catalytic activity, achieving an ultralow
detection limit of 0.03 pM. The sensor shows excellent linearity
(R2 4 0.99) when detecting various umami substances, includ-
ing amino acids, nucleotides, organic acids, and umami pep-
tides. The sensor produces a greater signal response in the
mixed solution than in the single solution, which demonstrates
a significant synergistic effect between beefy meaty peptide and
inosine 50-monophosphate disodium. When glutamate binds
to the variable conformation site near the hinge region of T1R1-
VFT, the VFT movement becomes inhibited, and the closed
state of T1R1 stabilizes. IMP binding to an adjacent site near
the opening of the flytrap further strengthens the closed con-
formation, amplifying the intensity of umami taste.

Integrating electrochemical sensors with robotic arms offers
the potential for automated detection of taste substances in
liquids and solids. Fig. 4g illustrates a robotic hand equipped
with a chemical sensing finger designed specifically for taste
discrimination.69 This system combines electrochemical

sensors with flexible and stretchable materials, effectively
mimicking human taste perception and enabling the auto-
mated detection of flavors such as sweetness, sourness, and
spiciness in both liquid and solid food samples. The robotic
sensing finger incorporates specific functional layers on screen-
printed electrodes embedded in a soft nitrile glove. The index
finger, designed for sourness detection, uses a polyaniline
(PANI)-modified electrode that is highly sensitive to pH
changes and organic acids such as ascorbic acid, with signals
captured through square wave voltammetry (SWV). The middle
finger measures sweetness using a glucose oxidase (GOx)-
coated enzyme electrode, where GOx catalyzes the oxidation
of glucose and generates electrochemical signals proportional
to sweetness levels. The ring finger detects spiciness with a
carbon electrode functionalized with b-cyclodextrin (b-CD),
which forms host–guest complexes with capsaicin molecules,
enabling selective and sensitive detection of spiciness. For solid
samples, a conductive agarose gel facilitates sample collection
by adhering the sample to the sensing electrode. The robotic
hand effectively distinguishes between caffeinated and decaf-
feinated beverages as well as sugar-containing and sugar-free
drinks, demonstrating its versatility in practical applications.

In addition to capturing taste information from the target
food source, another critical aspect of gustation sensors
involves monitoring human physiological responses to taste
stimulation. Fig. 4h demonstrates a high-density ultra-
conformal electrode system that objectively maps the spatial
electrical activity of the tongue.70 This system combines tongue
electrical (TE) signals with electroencephalogram (EEG) record-
ings using a dual-modal fusion algorithm, enabling precise
taste decoding. This approach maps taste-evoked electrophy-
siological responses to the gustatory cortex, achieving a taste
classification accuracy of 97.8%. Despite the absence of taste
buds, the reconstructed tongue generates distinct taste-
dependent TE signals when combined with EEG data, demon-
strating its capability to effectively decode taste perception. To
provide an overview of recent developments, Table 1 sum-
marizes representative sensors and electronic tongue systems
discussed in this review, highlighting their sensing mechan-
isms, functional materials, detection targets, taste categories,
and application scenarios.

3. Simulating sensory modalities in
VR/AR

While sensing technologies provide critical data on how users
interact with food in physical space, simulating these sensa-
tions in virtual environments is key to creating immersive and
engaging eating experiences. This section focuses on state-of-

hydrogel-based artificial tongue for astringency detection,67 Copyright 2020, The American Association for the Advancement of Science. (f) A bimetallic
bioinspired taste sensor for detecting the synergistic effects of umami substances,68 Copyright 2023, Elsevier. (g) A robotic chemical-flavor sensing glove
for fingertip detection of key tastes, including sweetness, sourness, and spiciness, enabling a ‘‘touch and sense’’ experience,69 Copyright 2018, American
Chemical Society. (h) A gustatory interface with high-density, ultra-conformal tongue electrodes for taste stimulation-induced physiological signal
capture and operative assessment in tongue cancer patients,70 Copyright 2024, Springer Nature.

Materials Horizons Review

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

9 
M

ei
 2

02
5.

 D
ow

nl
oa

de
d 

on
 2

3/
07

/2
02

5 
15

:5
7:

39
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n-
N

on
C

om
m

er
ci

al
 3

.0
 U

np
or

te
d 

L
ic

en
ce

.
View Article Online

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d5mh00488h


Mater. Horiz. This journal is © The Royal Society of Chemistry 2025

the-art techniques for delivering multisensory feedback to
users through visual, auditory, tactile, olfactory, and gustatory
interfaces. By integrating soft electronics, haptic actuators, and
chemical stimulators, these simulation strategies enable users
to not only see and hear food, but also to feel, smell, and taste
it—transforming passive observation into active participation.

3.1. Simulating and enhancing the eating experience through
visual and auditory cues

Visual and auditory senses are two primary ways humans
perceive and interact with the world, as currently extensively
established in existing HMI technologies. The appearance of
food and the dining environment can significantly influence
one’s appetite and willingness to eat. Similarly, auditory input
enhances the eating experience by reflecting food texture and
stiffness through the sounds of biting and chewing, while
ambient music or environmental noise can also affect one’s
mood and overall enjoyment of a meal. Devices for recording
and playing video and audio have been commercially successful
and widely used for decades, ranging from speakers and radios
to cameras and monitors. Simulating the eating experience
through these modalities in current VR/AR systems is well-
established and does not differ significantly from their applica-
tion in other domains. Therefore, this section aims to provide
only a brief discussion of representative examples. In virtual
environments (VEs), a head-mounted display (HMD) is a classic
tool for creating an immersive experience by placing dual
screens directly in front of the user’s eyes, occupying the entire
field of view. Modern HMDs include but are not limited to
those shown in Fig. 5a.71 They integrate advanced visual and
auditory technologies to enhance immersion in virtual envir-
onments. Devices such as the Apple Vision Pro, High Tech
Computer Corporation (HTC) Vive XR Elite, Microsoft Holo-
Lens 2, and Meta Quest 3 feature high-resolution displays, with
per-eye resolutions up to 3680 � 3140 pixels, ensuring sharp
and detailed visuals. Wide fields of view, spanning up to 1101,
contribute to an expanded sense of space, while focal adjust-
ment mechanisms improve depth perception and viewing
comfort in mixed and virtual reality applications. For audio,
spatial sound systems create 3D soundscapes, enhancing
the realism of virtual dining environments. Beamforming
microphones support precise voice capture, facilitating clear
communication and voice interactions. These technologies
collectively provide a seamless and immersive sensory experi-
ence, enriching virtual eating simulations by replicating visual
presentation, environmental ambiance, and auditory food
cues.72,73

Fig. 5b–d present several illustrative examples of simulating
eating scenarios, where commercially available techniques are
used to develop custom-designed systems. Fig. 5b illustrates a
new prototype that employs AR technologies in a handheld
device to enhance the home cooking experience while promot-
ing environmental sustainability.74 In this prototype, the
researchers developed the application using Unity. The process
begins with users uploading the ingredients they plan to use in
their meal, followed by scanning their dining room andT
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kitchen. The application then displays visual representations of
the ingredients, such as water, plants, and livestock, on the
screen within the context of the dining room or kitchen. This
provides users with a more intuitive understanding of how their
meal choices could impact the environment. This visual AR
application aims to encourage a more environmentally friendly
approach for cooking in the future.

Fig. 5c illustrates another application utilizing mobile visual
AR technology, designed for tourists traveling in Finland who
wish to experience local cuisine.75 Users scan a food item with

their mobile device, and the app displays information directly
over the real-world image of the food, including the name of the
dish, a list of its main ingredients, the distance each ingredient
traveled to the location, cultural stories about the food, and
ratings and comments from other users. This approach
enhances the dining experience for food enthusiasts by provid-
ing an immersive travel experience, helping tourists make
informed decisions when selecting dishes that are more
authentically local. Color significantly influences subjective
food perception by affecting how individuals judge taste,

Fig. 5 Strategies for synthesizing images and sounds to simulate and enhance eating experience. (a) Four representative commercially available head-
mounted displays, Copyright 2024,71 Springer Nature Switzerland AG. (b) A handheld augmented reality APP displaying food resources required for
preparing a meal,74 Copyright 2024, IEEE. (c) A mobile augmented reality solution enhancing the dining experience of tourists enjoying a blueberry pie,75

Copyright 2020, The Author(s). (d) A projection-based augmented reality system modifying the perceived color of real food.76 (e) The Microsoft HoloLens
providing spatial audio guidance to facilitate cooking in low-light or dark environments,77 Copyright 2021, IFIP International Federation for Information
Processing.
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freshness, and overall quality. Even before tasting, visual cues
like hue and saturation can shape expectations—such as red
enhancing perceived sweetness or brown indicating richness.
These effects occur independently of the food’s actual composi-
tion, making color a powerful tool in shaping consumer experi-
ence and behavior. Fig. 5d presents a projection-based AR
system that changes the perceived color of real food in real
time using a projector-camera setup.76 By altering chroma and
hue, it enhances the perceived sweetness in cake and changes
flavor impressions of chips, demonstrating how visual cues
alone can influence taste perception. Another study similarly
highlights the power of visual cues by introducing a system that
digitally shares lemonade through the detection of color and
pH in real-world samples, then simulating the experience using
RGB LEDs and electrical tongue stimulation. An experiment
comparing the visual (pre-taste) and taste perceptions of real
and virtual lemonade demonstrates the effectiveness of the
method.61,78 Fig. 5e illustrates an application utilizing audio
mixed reality (MR) technology to enable users to simulate
cooking in a completely dark environment.77 In this experience,
the user is blindfolded and wears an HMD, specifically the
HoloLens, equipped with spatial audio capabilities to simulate
binaural sound perception. This feature helps the user navigate
by directing them toward desired locations through auditory
cues. Passive haptics are incorporated by placing real objects in
the user’s vicinity, allowing them to physically touch and
interact with their environment. The researchers also devel-
oped a digital voice assistant named Axela, which provides
guidance on recipes and cooking procedures. This study high-
lights how audio MR can support cooking in challenging or
unique environments. Additional examples of comprehensive
eating experience simulations, incorporating visual and audi-
tory cues alongside other modalities, are presented in Fig. 9
and 10.

3.2. Haptic interfaces for creating eating-related tactile
sensations

Although auditory feedback enhances situational awareness
and emotional engagement, it lacks the physical presence that
makes eating tangible. Tactile simulation bridges this gap by
allowing users to feel food-related textures and forces in real
time. Whether through vibrations, pressure application, or
mechanostimulation inside the oral cavity, these tactile inter-
faces can replicate subtle differences in food texture—like the
smoothness of chocolate or the resistance of a chewy candy.
Consequently, advancing tactile simulation is essential
for achieving true realism in VR/AR-based dining scenarios,
building upon the audio-visual framework with direct somato-
sensory engagement. To date, the VR/AR domains lack stan-
dardized digital methodologies for accurately simulating food
textures. As tissues within the mouth (primary) and hands
(secondary) serve as the main interfaces for interacting
with food, pioneering studies have explored the custom
design of haptic systems and strategies for simulating food
textures tailored to these specific locations, utilizing handheld
servo motor,79 vibratory pin arrays,80 electrical stimulation to

the masseter muscle,81 and VR headset ultrasound phased
arrays.82 The following section provides details. However,
despite these advancements, limited progress has been
achieved over the past one or two decades. Additionally, these
existing technologies are still limited to obtrusive designs/
implementations. Finally, the force and/or pressure varies at
different locations within the mouth during the dynamic
interaction with food, but providing texture perception with
spatial resolution remains challenging.83,84 Ergonomic, bio-
integrated design is highly desirable to accurately capture/
deliver texture information while remaining comfortable for
users.15,16

In addition to mechanical and ergonomic challenges, the
surface structure and characteristics of food, such as texture,
roughness, softness, and stickiness, also play a crucial role in
shaping the user’s haptic perception. Variations in these sur-
face properties necessitate adjustments to the tactile feedback
modalities—such as frequency, amplitude, and duration—
delivered through haptic interfaces to enhance the perceived
realism and immersion of virtual eating experiences. For exam-
ple, foods with rough or irregular surfaces may require higher-
fidelity haptic rendering to replicate the fine tactile sensations,
while soft or adhesive foods may demand more sophisticated
feedback mechanisms to simulate their compliance and
adhesion.85 Recent studies have demonstrated the use of
electrical muscle stimulation (EMS) on facial regions, particu-
larly the masseter muscle, to simulate chewing forces during
eating.86 These systems typically synchronize EMS delivery with
the user’s biting action, detected through sensors such as
photoreflectors, and adjust stimulation parameters—such as
frequency, pulse duration, and intensity, based on pre-recorded
food texture profiles. For example, higher stimulation frequen-
cies are used to replicate harder textures like crackers, while
longer pulse durations convey the elasticity of softer foods such
as cheese. This approach enables the dynamic reproduction of
food texture perception in virtual dining scenarios. Despite its
importance, the simulation of food surface structures remains
an underexplored area because of the complexity of accurately
reproducing diverse textures and the lack of standardized
methods for characterizing and rendering such tactile details.
Researchers may advance this field by adapting insights from
haptic designs targeting skin surfaces, where parameters like
actuation frequency and amplitude have been successfully
mapped to fine roughness and macro roughness.87 Such
cross-domain approaches could offer a foundation for encod-
ing food-specific surface properties into haptic systems for
virtual eating experiences.

Fig. 6a describes a mechanically driven food texture simu-
lator that applies forces to mimic the physical properties of
food in the user’s mouth.79 The device integrates a force sensor
to measure biting force and a servo motor to actuate the
system. The working principle involves capturing biting force
profiles from real foods using a sensor and replicating these
profiles through controlled force application. When working, it
begins with the measurement of real biting force using a thin,
film-like sensor,
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FlexiForce. This sensor is placed between the food and the
user’s teeth to record force profiles during biting. For instance,
when biting a cracker, the sensor detects two distinct force
peaks: the first peak represents the breaking of the hard sur-
face, while the second peak corresponds to the collapse of the
internal structure of the food. For softer foods like cheese, the
sensor records a gradual increase in force, indicating its elastic
deformation. Next, the recorded force data is analyzed to create
a time-force profile specific to each type of food. This profile is

used as a template to simulate the corresponding biting
experience. The device employs a 1-degree-of-freedom (DOF)
mechanical system powered by a direct current (DC) servo
motor, which drives a set of linkages designed to fit inside
the user’s mouth. These linkages apply force to the user’s teeth
via an end effector, replicating the recorded force profile in real-
time. Then the simulator uses a two-stage force control mecha-
nism to mimic the dynamics of biting. In the first stage, the
device applies a consistent force to simulate the resistance of

Fig. 6 Strategies for simulating feeding sensation and food texture perception. (a) Using the tactile interface food simulator with four connecting rods
placed in the mouth to simulate the texture of real food,79 Copyright 2004, IEEE. (b) Using the TactTongue electrotactile stimulator on the tongue to
enhance its tactile perception,88 Copyright 2023, ACM. (c) Applying EMS to the masseter muscle to simulate food texture including hardness and
elasticity,89 Copyright 2016, The Author(s). (d) Using the beam-wave ultrasonic transducer array to deliver pulses to the oral cavity and achieve the tactile
effect,82 Copyright 2022, The Author(s).
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the food’s surface. Once the force exceeds the first peak, the
system transitions to the second stage, which uses an open-
loop control method to replicate the breakdown of the food’s
internal structure. For soft foods like cheese, the system
calculates the spring constant from the recorded data to
simulate elastic deformation during the first stage. To ensure
accurate replication, the system continuously monitors the
user’s applied biting force using its sensors, adjusting the
simulation in real-time. Operating at an update rate of
1700 Hz, the simulator provides precise control over the force
dynamics.

Besides replicating bite forces on the teeth, another avenue
of research has explored simulating tactile sensations directly
on soft tissues, such as the tongue. Electrical stimulation of soft
tissues can replicate textures, pressures, and other sensations
associated with the act of eating. Fig. 6b illustrates an electro-
tactile stimulation device, ‘‘TactTongue’’.88 At its core is a
flexible electrode array constructed using a flexible PCB. Each
electrode in the array has a diameter of 2 mm, with a 4 mm
spacing between them, ensuring high spatial resolution for
delivering tactile feedback. The platform integrates with Ardu-
ino Uno or Arduino Nano microcontrollers, leveraging their
pulse-width modulation capabilities to generate stimulation
waveforms. The stimulation system relies on biphasic pulses
grouped into bursts, which are specifically designed to activate
tactile receptors on the tongue without causing discomfort or
overstimulation. For user safety, a resistor-capacitor network is
incorporated into the design to ensure minimal net charge flow
through the tongue. The tongue has a high density of touch
receptors that are very sensitive to electrical stimulation. Due to
the high conductivity and moist environment of the tongue
tissue, electrical stimulation can produce a noticeable sense of
touch at a relatively low current intensity.

While devices like TactTongue focus on precise and loca-
lized tactile stimulation, others are also exploring ways to
simulate the properties of food textures at a larger scale. These
efforts are critical for applications like virtual dining, where the
sensation of biting and chewing must feel authentic. By com-
bining electrical stimulation with databases of food properties,
such systems can reproduce tactile sensations at various levels
that align with user expectations. Fig. 6c shows a system for
simulating the tactile properties (hardness and elasticity) of
food and realizing a virtual dining experience through electrical
muscle stimulation (EMS).89 The bite detection module is
responsible for capturing the user’s biting action. It utilizes a
photoreflector or similar sensor to identify when the user’s jaw
closes, which ensures that the electrical stimulation is precisely
synchronized with the chewing motion. A database stores
various food texture profiles, which are used as reference data
to adjust the EMS settings. The electrical stimulation unit
delivers EMS signals to the masseter muscle, which controls
chewing movements. This unit includes a medical-grade elec-
trical stimulator, such as the Digitimer D185, that generates
controlled square wave signals. These electrodes are calibrated
individually for each user to ensure precise targeting and
effective stimulation. The EMS signals are modulated in terms

of frequency, duration, and strength; higher frequencies simu-
late harder textures, while longer durations create a perception
of greater elasticity. Finally, an Arduino-based control interface
integrates the bite detection module, food texture database,
and electrical stimulation unit to enable the synchronized and
precise delivery corresponding to the user’s chewing actions.
The system is designed to adhere to safety standards, with
voltage levels kept below 20 V and current below 10 mA,
ensuring both effectiveness and user comfort. Non-contact
solutions, such as ultrasonic phased arrays, offer an alternative
to wearable haptic interfaces, providing improved comfort,
usability, biocompatibility, and safety in VR/AR settings by
eliminating the need for direct deployment on the human
body, as shown in Fig. 6d.82 The device generates high-
frequency sound pressure, focusing on the lips, teeth, and
tongue. The device consists of an array of 64 ultrasonic trans-
ducers and control circuits, installed at the bottom of a VR
headset. In this design, users do not need to wear additional
equipment or change the existing structure of the VR headset.
When working, it controls the emission pattern of sound waves
to locate tactile feedback points in 3D space, generating a
variety of tactile effects such as point pulses, sliding and
continuous vibration, simulating drinking water and other
oral-related tactile scenes. Beyond conventional actuation stra-
tegies, integrating photothermal mechanisms into the system
enables active feedback by leveraging light-induced thermal
effects, thereby enriching the bidirectional tactile interface.
Photothermal actuators can deliver dynamic tactile feedback
directly to the skin. By converting light energy (typically from
near-infrared (NIR) or visible light) into localized heat, these
actuators can induce mechanical deformations in responsive
materials, thereby simulating tactile sensations such as tem-
perature or pressure.90,91

3.3. Creating olfactory sensations through chemical or
electrical stimulation

Following the successful delivery of mechanical feedback
through tactile actuators, olfactory simulation introduces
another crucial sensory layer by engaging the sense of smell.
Scent has the unique ability to trigger strong emotional and
memory responses, often anchoring users in a specific time or
place. In virtual dining systems, reproducing food-related aro-
mas via controlled chemical or thermal release enhances the
perceived authenticity of the experience. By layering olfactory
stimulation on top of touch, sight, and sound, the virtual meal
transforms from a basic visualization into a truly immersive
multisensory journey. Research in odor detection has opened
promising opportunities to expand the chemical dimension of
VR/AR technologies. However, olfactory feedback and genera-
tion are still in their early stages so far. Current technologies
usually rely on large instruments for odor release from bulky
and obtrusive equipment or VR headsets. Other drawbacks
include feature wired connections and slow response times.
Consequently, their potential applications are limited. This
section briefly summarizes the two predominant categories of
strategies: chemical and electrical stimulation. Heating is a
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common method used to transform liquids into gases and as a
result, serves as a viable solution to building bio-integrated
olfactory interfaces. Among various options, wax is a widely
used medium due to its biocompatibility and the melting
temperature at approximately 50 1C. Fig. 7a depicts an inte-
grated system that heats wax mixed with liquid perfume to
generate scents.92 At the core of this system are odor generators
(OGs), which include a perfume-infused paraffin wax layer, a
heating system consisting of gold (Au) traces on a PI substrate
with a thermistor for temperature monitoring, and a cantilever
made of a Cu coil and a permanent magnet. This cantilever
system dynamically controls the temperature by lifting to
reduce heat dissipation and increase temperature or lowering
to facilitate cooling. The system is housed within a soft silicone
frame, and a two OG-design can be comfortably mounted on a
user’s upper lip. A mask structure design achieving a high
channel count supports up to nine OGs within a single device
measuring just 18 � 16 � 3 mm, with rapid response time
(1.44 s), low power consumption (0.25 W), and light weight
(26.3 g). The bio-integrated design has allowed for applications
in various scenarios, such as 4D movie watching and smell
message delivery, medical treatment, human emotion control
and VR/AR based online teaching. In subsequent work by the
same group, the olfactory interface model is refined to feature a
simplified device design by eliminating the need for a separate
thermistor. Instead, the heating electrode functions as the
thermistor by monitoring resistance variations. This improve-
ment reduces the size and weight of the OGs, enhances the
cooling efficiency and significantly shortens the response time,
making it specifically optimized for delivering messages to
individuals who are deaf and blind.93 In another advancement
from the same group, an enhanced design achieves zero latency
through the integration of artificial intelligence (AI)
algorithms.94 In the MR system, a person wearing VR glasses
walks around various odor sources equipped with OGs. Data
from the positioning system, wind speed sensor, and tempera-
ture sensor at the odor sources, along with the individual’s
walking velocity, facing direction, and 3D location captured by
the VR glasses, are analyzed. This analysis enables the devel-
opment of an algorithm that preemptively activates the
olfactory interface to compensate for the time discrepancy
between the person’s movement and the odor release from
the sources. Fig. 7b illustrates a Peltier-based olfactory display
that employs a similar wax heating method.95 This display
features an aroma-dispensing unit, with each unit comprising
several key components. At the top is an aluminum cap
designed to hold paraffin wax with essential oil. A Cu plate is
positioned beneath the cap to ensure uniform heat distribu-
tion, and it houses a commercial thin-film temperature sensor
for precise monitoring. The Peltier device, acting as the heat
source, is situated between the copper plate and a heat sink,
facilitating efficient thermal management. The completed
aroma generator weighs 1.7 kg and measures 13.5 � 28 �
14.5 cm. This configuration has been utilized in sensory train-
ing to test the detection and recognition times of aromas
associated with wines.

An alternative strategy for odor generation is through pump-
ing to create airflow. Fig. 7c illustrates such an olfactory display
system.96 It has an odor control module, managed via a laptop,
which oversees the overall functionality of the system. An odor-
generating unit utilizes a commercial DC motor air pump
capable of matching the human respiratory rate of 6 L min�1.
Air is directed through an odor filter, a tube containing cotton
saturated with perfumed water. As air passes through the filter,
it becomes infused with the perfume, creating fragrant air. This
unit incorporates four air pumps: three channel air through the
filter, and one bypasses it. The proportion of airflow between
these pumps is adjusted to precisely regulate the intensity of
the scent. An odor-presenting unit delivers the scented air
directly to the user’s nose via a head-mounted tube. Integrated
with a positioning system, the display can release odors based
on the user’s movements.

Ultrasonic atomization is another method for scent release,
which features a piezo ceramic component capable of vibrating
to vaporize liquid fragrances upon contact. Fig. 7d illustrates an
example that utilizes an ultrasonic atomizer.97 The vibration is
managed by a single-board computer, which controls the on/off
timing to regulate the intensity of the emitted odor. This device
is featured in a VR scene as a demonstration of its real-world
application. Developed in Unity, the game communicates with
the olfactory interface device through the representational state
transfer (REST) application program interface (API). In the
game scene, the device automatically releases a floral fragrance
when the user crosses a path lined with flowers.

Electrostatic field accelerated evaporation (EFAE) can
improve the evaporation efficiency of liquids by reducing the
free energy required for phase transition through the applica-
tion of a high-voltage electrostatic field. This method enables
precise evaporation control and is demonstrated in Fig. 7e,
showcasing its use in virtual olfactory generation. The process
begins with an electrospray (ES) stage, where an inner cylinder
holds perfume.98 The perfume is sprayed onto a bionic fibrous
membrane (BFM) receiver under the influence of a high-voltage
electrostatic field created by an ultrafast voltage-elevation tribo-
electric nanogenerator (UVE-TENG). The perfume droplets are
rapidly absorbed by the BFM receiver, which drives the liquid to
the opposite side due to differences in surface energy. In the
EFAE stage, the perfume solution evaporates quickly from one
side of the BFM onto the skin surface, guided by a spherical
electrode. The BFM design effectively divides the gas into two
chambers, blocking the natural emission of odor from the
inner cylinder. This system achieves an evaporation rate of
0.12 mg s�1, enabling the user to detect the scent within
3 seconds. This design can be leveraged for use in virtual
olfactory interfaces and assisted breathing and nasal delivery.

The surface acoustic wave (SAW) steaming phenomenon
enables the atomization of odorant liquids by utilizing high-
frequency oscillations to disrupt the surface tension of liquids.
The SAW technology has also been widely used in odor gen-
eration applications. Fig. 7f illustrates an integrated olfactory
display incorporating a SAW device.99 A solenoid valve is used
to dispense liquid droplets in precise, stable amounts onto the
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Fig. 7 Strategies employed by the research community for generating odors. (a) Using a PI-supported Au trace to heat paraffin mixed with liquid perfume,
enabling the generation of various odors,92 Copyright 2023, Springer Nature. (b) Utilizing a Peltier device to heat paraffin wax infused with essential oils to
produce wine-related odors,95 Copyright 2019, IEEE. (c) Employing an air pump and odor filter to release specific scents,96 Copyright 2006, IEEE. (d) Using an
ultrasonic atomizer, controlled by a Raspberry Pi, to evaporate liquid fragrances,97 Copyright 2022, Springer Nature. (e) Leveraging an UVE-TENG to create an
EFAE on a BFM, transforming perfume solution into odors,98 Copyright 2022, The Authors. (f) Using SAW technology to evaporate liquid fragrances,99 Copyright
2018, IEEE. (g) Electrically stimulating the nasal septum to induce trigeminal sensations, which are typically associated with the perception of smells,100

Copyright 2021, ACM. (h) Applying long, thin electrodes to electrically stimulate the nasal conchae for olfactory activation,101 Copyright 2016, ACM.
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SAW device, which operates at a frequency of 9.6 MHz and
features an effective atomization area of 8.9 � 16 mm. A DC fan
positioned behind the SAW device directs the scent toward the
user’s nose. This design ensures the accurate and consistent
production of scents, and sensory tests confirm its ability to
successfully blend different fragrances showing its potential in
contributing to scent creation and reproduction using odor
components.

Unlike chemical stimulation, electrical stimulation in olfac-
tory research remains less developed with limited success so far
due to the risks associated with field testing involving human
subjects and the incomplete understanding of how electrical
signals influence human perception of smell. Fig. 7g presents
an olfactory device that stimulates the user’s nasal septum to
access the trigeminal nerve, creating a smell-like sensation.100

The device consists of two PCBs connected by wires, with
magnets to secure it across the nasal septum and electrodes
on the back of the PCBs to stimulate the trigeminal nerve. This
device is highly compact, weighing only 3.4 g and measuring
10 � 23 � 5 mm and 10 � 23 � 7 mm for each nostril. It offers
adjustable pulse widths for the output signals. User studies
have identified key parameters of the electrical waveform
related to smell perception: the absolute electric charge corre-
lates with odor intensity, while the phase order and net charge
determine the perceived direction of the smell. Compared to
chemical stimulation devices, this electrical design is more
compact, as it eliminates the need for reservoirs, pumps, and
similar components. Its reliance on electrical signals allows for
microsecond-level control, making it highly precise. Addition-
ally, electrically stimulating only the nasal nerves and avoiding
direct, invasive electrical stimulation of the olfactory bulb
enhances the safety and user acceptance. This design can serve
as a substitute for olfactory interfaces to create smell sensa-
tions. Fig. 7h showcases an alternative design for electrical
stimulation, targeting the nasal conchae, an area with a high
density of olfactory receptors.101 The device features two silver
electrodes, each 100 mm in length, with bulb-shaped tips
measuring 0.5 mm in diameter. These electrodes are designed
to deliver DC electrical pulses to the walls of the nasal conchae.
A current controller circuit, equipped with a microcontroller,
connects to a computer to enable programmed stimulation.
However, user experiments have not yet been reported.

3.4. Gustatory interfaces for taste generation and stimulation

As olfactory stimulation evokes expectations about flavor, gus-
tatory simulation fulfills these expectations by delivering arti-
ficial taste sensations. This transition from smelling to tasting
is both natural and essential in real-world eating and should be
mirrored in virtual environments. Simulating taste requires
precise control of electrical, thermal, or chemical stimuli,
which must be safely and effectively administered to the tongue
or oral cavity. These systems allow users to perceive sweetness,
saltiness, or even umami, completing the virtual reproduction
of food. When combined with olfactory feedback, gustatory
simulation not only enhances immersion but also supports
applications in health monitoring, flavor training, and sensory

rehabilitation. Beyond detecting taste information, recent
advancements in the field have focused on developing gusta-
tory interfaces through thermal, electrical, and chemical sti-
mulation. The most direct method of taste restoration is to mix
taste substances in specific proportions to match the target
flavor. The high-fidelity flavor simulation system shown in
Fig. 8a adopts a controllable cartridge structure, containing
18 cartridges: 6 for basic tastes (sweet, sour, salty, umami, and
two types of bitterness), 3 for mouthfeel (oiliness, astringency,
capsaicin), 6 for aroma simulation, and 3 for color
adjustment.102 It also allows for temperature regulation based
on the reconstructed flavor information. By analyzing real
flavors, the system uses distilled water as a base and precisely
mixes different taste components to simulate target flavors,
creating various formulations of virtual orange juice and virtual
rooibos tea. Experimental results indicate that virtual flavors
closely resemble real flavors in most cases, with low distin-
guishability. Additionally, the system supports taste adjust-
ment, enabling users to optimize formulations based on
personal preferences, with 83.3% of participants preferring
the adjusted version. However, the system is bulky, does not
allow for continuous taste adjustments, and is challenging to
integrate into existing VR/AR devices. Fig. 8b presents a taste
simulation system based on ion electrophoresis technology,
achieving system integration and dynamic taste control.103 The
system structure consists of five different gels, each containing
NaCl (salty), glycine (sweet), MgCl2 (bitter), citric acid (sour),
and monosodium glutamate (umami). The power supply, gel,
the user’s hand, and tongue form an electrical circuit. When no
voltage is applied, all five tastes can be perceived; when voltage
is applied to specific channels, ions move away from the tongue
under the influence of the electric field, reducing the percep-
tion of certain tastes, achieving ‘‘subtractive synthesis’’. Experi-
mental results indicate that this device effectively adjusts taste
intensity and allows dynamic modification of taste perception.
For example, participants could enhance the sourness and
saltiness of sushi through electric field adjustments, making
the taste more realistic. Additionally, the system maintained
stable taste signal output even after 30 minutes of continuous
use, demonstrating good durability. However, since this system
involves the human body as part of the electrical circuit, the
current flows directly through the user, posing potential safety
risks. Moreover, the current depends on the electrical resis-
tance of the body, which varies significantly among individuals
and even within the same individual under different condi-
tions, resulting in low reproducibility.

Fig. 8c presents a taste simulation system based on ionto-
phoresis technology, designed to overcome the limitations of
ion electrophoresis.104 In ion electrophoresis, the tongue func-
tions as part of the electrical circuit, and charged taste sub-
stances migrate away from the tongue under the influence of an
electric field, thereby reducing taste perception. In contrast,
iontophoresis applies a voltage across the agar gel, utilizing
both electromigration and electroosmosis to enhance taste
delivery. Charged taste molecules migrate toward the tongue-
contact region via electromigration, while neutral taste
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Fig. 8 Various existing technologies for taste stimulation. (a) A high-fidelity flavor simulation system with controllable cartridges for virtual taste
reconstruction,102 Copyright 2023, IEEE. (b) A hand-held taste simulation system based on ion electrophoresis for dynamic taste modulation through
subtractive synthesis,103 Copyright 2020, The Author(s). (c) A portable taste generation system using iontophoresis for precise multi-level taste control,104

Copyright 2024, The Author(s). (d) Utensils capable of electrical stimulation for sourness and saltiness enhancement,105 Copyrights 2018, Elsevier. (e) A
digital lollipop working based on electrical stimulation for sourness, saltiness, and bitterness perception,106 Copyright 2016, ACM. (f) A self-powered
electronic gum utilizing piezoelectric materials for taste generation through electrical stimulation,107 Copyright 2018, The Author(s). (g) A temperature-
controlled taste interface based on the Peltier effect,108 Copyright 2018, IEEE. (h) A virtual taste interface combining electrical and thermal stimulation for
taste enhancement,109 Copyright, Springer Nature.
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molecules move with the solvent as hydrated ions migrate
directionally under the electric field, dragging water molecules
and dissolved taste substances along. Compared to ion electro-
phoresis, this approach eliminates the need to incorporate the
body into the circuit, making it safer while also minimizing
variations caused by individual physiological differences,
thereby enabling more precise and more universally applicable
taste delivery. The system consists of multiple miniature taste
modules, each containing specific taste compounds, including
sugar, sodium chloride, citric acid, cherry, passion fruit, green
tea, milk, durian, and grapefruit.

By monitoring the current and operation time in each TG
channel, the taste interface can transmit data to a paired
computer, utilizing a custom-developed data-driven mathema-
tical model to accurately predict the generated taste mass
and concentration. Additionally, this system integrates odor
generators, creating a combined olfactory/gustatory interface
that enables users to simultaneously perceive specific tastes
and odors in a virtual environment, thereby enhancing
immersion.

The taste substance delivery system provides an intuitive
solution for taste restoration; however, it still relies on the
transport of chemical substances, making it difficult to pre-
cisely control concentration and resulting in a relatively long
response time. In contrast, the electrical stimulation method
does not require the delivery of chemical substances but
instead directly acts on taste receptors on the tongue through
electric field modulation. Fig. 8d presents two types of utensils
with electrically enhanced sourness and saltiness functions: a
pair of chopsticks and a soup bowl.105 Despite their different
forms, both utilize silver electrodes to apply specific electrical
pulses to the tongue, thereby generating electric taste percep-
tion. Specifically, sourness enhancement is achieved with a
current magnitude of 180 mA and a pulse width modulators
(PWM) duty cycle of 70%, while saltiness enhancement is
achieved with a current magnitude of 40 mA and a PWM duty
cycle of 20%. Experimental results indicate that this system
significantly enhances the perception of saltiness and sourness
in food. More specifically, the electrically stimulated chopsticks
increase the perception of saltiness and sourness in unsalted
mashed potatoes, while the soup bowl effectively enhances the
perception of sourness in diluted miso soup samples.

In addition to integrating electric taste stimulation devices
into utensils, alternative implementations include the digital
lollipop (Fig. 8e)106 and electronic gum (Fig. 8f).107 The digital
lollipop consists of a control system and a tongue interface. The
control system regulates the current intensity (20 mA–200 mA),
frequency (50 Hz–1200 Hz), and polarity (positive or negative
current). The tongue interface comprises a spherical electrode
(positioned above the tongue) and a flat electrode (contacting
the tongue’s underside). Experimental results indicate that
most participants could perceive sourness, saltiness, and bit-
terness, while a minority reported a sweet taste when reverse
polarity was applied. Furthermore, by adjusting the current
intensity, three different levels of sourness were successfully
simulated, closely matching real sour tastes.

The electronic gum, in contrast, eliminates the need for an
external power source or wiring by utilizing piezoelectric mate-
rials. These materials convert the pressure exerted during
chewing into electrical energy, enabling continuous taste sti-
mulation. Experimental results demonstrate that most partici-
pants could perceive taste sensations, with saltiness and
bitterness being the most prominent. Additionally, parallel
integration of two piezoelectric elements further enhanced
taste intensity. However, generating different tastes is usually
challenging using electrical stimulation as it is simply driving a
current flow – this limits its capability to a few sensation
categories as discussed above.

Temperature, alongside chemical taste stimuli and electrical
stimulation, is a key factor influencing taste perception and is
often combined with these methods to enhance sensory experi-
ences. Fig. 8g presents a temperature-controlled taste enhance-
ment device, which utilizes a Peltier module to rapidly heat or
cool a silver electrode in contact with the tongue by adjusting
the current direction.108 A temperature sensor enables real-
time monitoring, ensuring precise closed-loop control. Experi-
mental results indicate that warming induces sensations of
sweetness, fattiness, and electric taste, while also significantly
enhancing the perception of sweetness and spiciness. Conver-
sely, cooling generates a minty sensation and enhances sour-
ness and saltiness perception.

Fig. 8h illustrates a virtual taste interface designed to
simulate taste perception through electrical, thermal, and
hybrid stimulation.109 Similar to previous observations, elec-
trical stimulation alone enables some participants to perceive
sourness, saltiness, and bitterness, while temperature changes
elicit sweetness and mint sensations. When both stimuli are
combined, the perception of sourness and saltiness is further
enhanced, demonstrating the potential of hybrid stimulation
for taste modulation.

4. Integrated cross-modal systems
4.1. Cross-modal, integrated systems for simulation and
augmentation of eating experiences

As discussed in the preceding sections, recent advancements in
sensor technologies, together with the growing demand for
multisensory experiences, have resulted in developing HMIs
that mimic eating experiences in multiple dimensions encom-
passing the five human sensations. These modalities present
unique opportunities for creating immersive and interactive
user experiences by delivering rich, intuitive feedback. This
section reviews efforts to develop cross-modal systems aimed at
simulating, augmenting, or transforming eating experiences
and integrating these innovations into next-generation VR/AR
technologies.

Recent advancements have demonstrated integrating olfac-
tory and visual stimuli into interactive systems. This approach
not only augments the sensory perception of food but also
provides a platform for exploring the psychological and phy-
siological impacts of multisensory stimuli on eating behavior.
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The system described in Fig. 9a integrates a custom olfactory
display with a VR environment to achieve a rich eating
experience.110 The olfactory display is designed to generate
and deliver scents in a controlled manner. The scent generator
module includes porous materials soaked with fragrances,
which are placed in containers. Scented air is generated using
an airflow method where air is pumped through these materi-
als, ensuring precise control over the quantity and concen-
tration of the scent. The scent delivery module uses flexible
silicone tubes to transport the scented air from the containers
to the subject’s nostrils. To ensure appropriate odor localiza-
tion, separate airflow tubes are used for each nostril, and non-
scented air is simultaneously delivered to the other nostril. A
breath synchronization mechanism, utilizing a KY-013 tem-
perature sensor, detects inhalation by identifying the tempera-
ture drop associated with breathing. The system activates the
air pumps precisely at the moment of inhalation to ensure
efficient odor delivery. The visual stimuli presentation inte-
grates with an HMD (the Oculus Rift DK2), to present images
that complement or contrast with the odors, depending on the
experiment’s objectives. To maintain the separation of odor
streams and prevent mixing, a divider wall made of hard rubber
is positioned between the nostrils. The system features a
controller and integration module that employs an Arduino
platform, such as the Kuman UNO, to coordinate the system.
The Arduino board manages input signals from the tempera-
ture sensor, activates the pumps, and synchronizes the visual
and olfactory stimuli. Finally, the support and housing of the
system are designed for ease of use and flexibility. Fragrance
containers are secured with small clothespins, allowing for easy
replacement and positioning near the nostrils. These contain-
ers are often attached to the elastic band of the HMD to
minimize delivery delays and ensure consistent scent percep-
tion. This designed structural experimental setup can provide
controlled and directed olfactory stimulation synchronized
with visual input.

The smell-O-spoon shown in Fig. 9b advances multimodal
operation by integrating olfactory delivery directly into a
utensil.111 This innovation not only enhances the immersion
of the VR environment but also ensures a seamless interplay
between the physical act of eating and the multisensory virtual
experience. The base of the smell-O-spoon is a standard house-
hold spoon. It features a mini fan and disperses the odors
toward the participant’s nose. The fan’s speed is controlled
through a USB power supply with an on/off switch and a
potentiometer set at 500 O, which ensures consistent airflow
during use. A small metal spring is integrated into the smell-O-
spoon to hold the odor samples prepared as smell pads,
consisting of tissues infused with some drops of the chosen
odor (e.g., banana, cucumber, carrot, or tomato). The smell
pads are wrapped in tape to prevent liquid leakage and con-
tamination of the spoon, and they can be easily inserted and
removed using tweezers. The smell-O-spoon also incorporates
an OptiTrack motion tracking system to monitor the real-world
position of the spoon within the VR space. Tracking markers,
attached to the spoon using Velcro, ensure the VR system

accurately synchronizes the corresponding visual stimuli with
the physical movements of the spoon. When working, the user
lifts the spoon to eat neutral zucchini mash, and the smell-O-
spoon distributes the selected odor. The fan blows the scent
towards the participant’s nose, simulating the smell of the food
they see in VR.

While the integration of visual and olfactory cues provides
an engaging starting point, the interplay between smell and
taste directly shapes flavor perception, offering opportunities to
redefine traditional gustatory experiences and strengthen sen-
sory memory. By precisely controlling these sensory modalities,
such systems not only simulate complex taste perceptions but
also cater to individual preferences. This section introduces two
technologies, LeviSense and Vocktail, that demonstrate how
the fusion of olfactory and gustatory modalities can redefine
the boundaries of food and beverage experiences. Fig. 9c illus-
trates the LeviSense, a sophisticated multisensory platform
designed to deliver food morsels to users via acoustic levitation
while simultaneously integrating synchronized olfactory
stimuli.112 Structurally, the core levitation unit can control
the independent movement of food morsels in 3D space. The
distance sensor releases smells retronasally or orthonasally
based on proximity to the food morsels. Acoustic waves trans-
port food particles through levitation, which involves utilizing
high-frequency sound waves to create standing wave patterns in
the air. The process begins with acoustic transducers emitting
sound waves that reflect off a surface, forming standing waves.
Food particles are then positioned at the nodes of these
standing waves, where the pressure difference counters the
force of gravity. By carefully adjusting the frequency and
intensity of the sound waves, the position of the food particles
can be controlled, guiding them along specific paths. This
process ensures the transportation of food particles hygieni-
cally and precisely, without physical contact or traditional
utensils. For smell delivery, LeviSense employs a custom-built
setup consisting of electro-valves, carbon filters, and an ultra-
low-noise compressor. This system directs filtered air through
small glass bottles containing essential oils or other scent
solutions, releasing aromas orthonasally (via the nose) or retro-
nasally (via the mouth). The flow rate, duration, and direction
of the airflow can be adjusted for controlled olfactory stimula-
tion. Its contactless and hygienic design makes it suitable for
clinical and hygienic applications, such as testing in sterile
environments or catering to individuals with specific dietary or
sensory needs. Fig. 9d illustrates the Vocktail for multisensory
drinking experiences.113 At its core is a specially designed
cocktail glass, which serves as the vessel for the liquid, typically
water or another neutral base. The rim of the glass features two
silver electrodes that deliver controlled electrical stimulation to
the tongue, simulating salty, sour, or bitter tastes based on the
frequency of the electrical pulses. When the user places their
tongue against the electrodes, the electrical currents stimulate
the taste buds responsible for detecting these basic tastes.
Different taste receptors respond uniquely to varying pulse
frequencies, allowing the electrodes to trigger corresponding
taste perceptions. For instance, lower-frequency pulses may
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Fig. 9 Integrated multimodal system for the simulation, enhancement, and augmentation of eating experiences in various application scenarios.
(a) Using the olfactory display to integrate vision and smell in virtual reality environments,110 Copyright 2019, ASME. (b) Using the olfactory feedback
device ‘‘smell-o-spoon’’ and VR glasses to achieve visual and olfactory stimulation, creating a sensory experience similar to eating,111 Copyright 2023,
IEEE. (c) Using the directional scent controller and the acoustic levitation system LeviSense to deliver food to the user’s tongue, combining olfactory and
gustatory stimulation,112 Copyright 2024, Springer Nature. (d) Using electrical stimulation of taste buds and odor manipulation with ‘‘Vocktail’’ to enhance
gustation and olfaction in VR,113 Copyright 2019, Informa UK Limited. (e) Using head-mounted visual and olfactory displays to achieve cross-modal
integration of vision and olfaction, altering the perceived taste of food,114 Copyright 2011, IEEE. (f) Using a system comprising VR glasses, micro air pumps,
and check valves to simulate vision, smell, and taste for enhancing flavor,115 Copyright 2021, Springer Nature.
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simulate salty tastes, medium frequencies might evoke sour-
ness, and higher frequencies can induce the perception of
bitterness. The glass also contains three micro air-pumps
connected to scent cartridges filled with liquid scents, such
as lime, vanilla, squid ink, or chocolate. These pumps release
the scents as vapor onto the surface of the liquid to enhance the
olfactory aspect of the experience. While LeviSense focuses on
delivering a multisensory food experience through the integra-
tion of acoustic levitation and olfactory stimulation, Vocktail
takes a similar approach to beverages, combining taste and
smell to create an equally immersive and customizable drink-
ing experience.

Fig. 9e (ref. 114) and Fig. 9f (ref. 115) illustrate two systems
that induce flavor perception through the combination of
olfactory and visual cues, focusing on solid and liquid foods,
respectively. Fig. 9e shows ‘‘Meta Cookie’’, a cross-modal gus-
tatory display that can change the perceived taste of real
cookies by overlaying visual and olfactory information. The
system consists of four parts: a pattern printed plain cookie,
a cookie detection unit, an overlaying visual information unit
and an olfactory display. During operation, the user wears a
head-mounted visual and olfactory display. The cookie detec-
tion unit identifies the pattern on the cookie and determines its
6DOF position and the distance between the cookie and the
user’s nose. After calculating the position, an image of a
flavored cookie will be overlaid onto the real one in the headset.
Concurrently, the olfactory display emits the scent of a flavored
cookie, with the intensity of the scent being calibrated accord-
ing to the computed distance to the user’s nose. This function
is accomplished by the olfactory display’s multiple air pumps
(six in total, with one for fresh air and five for scented air),
controllers, and scent filters. There are six air pumps in total,
one for fresh air and five for scented air. The intensity of these
scents can be adjusted to 127 different levels. By mixing fresh
air and scented air, the olfactory display can generate an odor
in an arbitrary level of scent at the same air volume. Users can
select a preferred cookie from a variety of options, and the
chosen cookie’s appearance and scent are then projected onto
it. Results from the user study show that this system could
change the perceived taste, with over 70% of participants
associating various flavors with common cookies. The ‘‘Meta
Cookie’’ system suggests the feasibility of letting humans
perceive various tastes without changing chemical substances.
The system structure shown in Fig. 9f is similar to ‘‘Meta
Cookie’’, using an AR display and olfactory display to overlay
images on real objects and generate olfactory sensations. It
uses OvrVision stereo cameras fixed on the head mounted
display to capture the surrounding environment. When a target
is detected (such as a beverage cup), the AR scene will be
rendered, and the olfactory display will start to generate odors.
The olfactory display is made up of two DC micro air pumps,
airline tubing for guiding and delivering air, and check valves
that serve as small reservoirs using cotton balls soaked in liquid
fragrance. When in operation, the DC micro air pumps spray
the liquid fragrance from these reservoirs. For example, when
consuming the creamer, its appearance is digitally transformed

into that of coffee, and the user both sees and smells coffee.
These pseudo-gustatory simulations allow users to experience a
variety of flavors by altering visual and olfactory stimuli.

4.2. Integrated multimodal system for interactive eating
experience

Advancements in interactive technologies have revolutionized
the way we approach dining experiences, blending physical,
digital, and virtual elements to create innovative solutions for
modern challenges. For individuals who face barriers to tradi-
tional social dining, whether due to physical distance, mobility
limitations, or solitary living, the new systems have emerged to
reimagine mealtime as a shared, engaging, and multisensory
event. One example, CoDine, appears in Fig. 10a, which
enhances remote dining through tactile and sensory
interfaces.116 The CoDine system consists of the following four
modules: The interaction screen, hosting table, ambient table-
cloth, and food teleportation. As the interaction screen uses a
Kinect sensor, integrated RGB camera and depth camera, it can
realize video conferencing functions and display the other party
and their table scene. The operator can select functions, such
as delivering food, through gestures. This part is completed by
using Open Natural Interaction (OpenNI) API and PrimeSense’s
Natural Interaction Technology for End-users (NITE) middle-
ware to communicate with other modules through Bluetooth.
The hosting table uses electromagnetic adsorption and two-
dimensional linear motion control to remotely move bowls and
plates. Permanent magnets are installed at the bottom of the
bowls and plates, and the electromagnetic components under
the table are controlled by stepper motors to move on the x–y
axis. When the user selects the menu icon, the electromagnetic
components are positioned to the corresponding position and
move the bowls and plates over. The ambient tablecloth uses
thermochromic ink and Peltier semiconductor modules. The
Peltier module reverses the voltage polarity to achieve heating
and cooling, so that the thermochromic ink changes color to
change the color and pattern of the tablecloth, which is used to
display patterns such as heart shapes and expressions, and to
convey emotions or blessings. Finally, there is a food teleporta-
tion part. When the user selects the food delivery icon through
the interactive screen, the remote printing mechanism will be
triggered. The three-axis robotic arm controls the position of
the print head, and the food extrusion component heats the
syringe to liquefy the ingredients for printing, such as printing
‘‘LOVE’’. Through the cooperation of these four modules, a
remote interactive dining experience is achieved. The innova-
tion of CoDine is to go beyond traditional digital communica-
tions such as video and audio and enhance intimacy and
achieve natural interaction through physical interaction and
multi-sensory experience (vision, taste, touch).

Another promising direction for enhancing the dining
experience is building fully immersive VEs. Here, the integra-
tion of advanced HMD devices and depth sensors allows for the
creation of compelling mixed-reality dining scenarios. This
shift from tangible interfaces to immersive virtual simulations
opens up new possibilities for addressing challenges such as
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Fig. 10 Strategies and applications of remote interactive eating experiences. (a) Using the interactive multi-sensory system ‘‘CoDine’’ to enable gesture-
based screen interaction, co-serving, and edible information delivery,116 Copyright 2011, ACM. (b) Using a mixed reality eating device developed with
Oculus CV1 HMD and Unity3D to allow users to enjoy meals in a virtual environment,117 Copyright 2018, Elsevier. (c) Using the VR glasses overlay system
to present real food within a virtual scene, enabling the experience of eating in a virtual world,119 Copyright 2022, ACM. (d) Using the Oculus Rift CV1 HMD

Materials Horizons Review

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

9 
M

ei
 2

02
5.

 D
ow

nl
oa

de
d 

on
 2

3/
07

/2
02

5 
15

:5
7:

39
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n-
N

on
C

om
m

er
ci

al
 3

.0
 U

np
or

te
d 

L
ic

en
ce

.
View Article Online

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d5mh00488h


Mater. Horiz. This journal is © The Royal Society of Chemistry 2025

the sense of isolation during solitary meals. Fig. 10b illustrates
a prototype system that combines an HMD device with a depth
sensor to achieve dining in a VE.117 It uses an Oculus CV1 HMD
equipped with an Intel Realsense SR300 depth sensor, which is
fixed to the device through a helmet-type mounting bracket,
and the HMD is connected to a computer. When the user wears
the HMD, the Unity3D software engine will create a VE, such as
a modern kitchen (including simple furniture, traffic back-
ground sounds) and an autumn park (with birdsong, trees
and flowers) to achieve dynamic mesh rendering, superimpose
real-world elements (such as the user’s hands and food) into
the VE, and generate a mixed view of the real world and the
virtual world. By creating a virtual dining scene, the experience
of dining alone can be enhanced, leading to an increase in the
user’s food intake. This approach also opens possibilities for
customization, such as integrating social features. For example,
personalized modules can be added, allowing users to engage
in shared dining experiences through virtual avatars, simulat-
ing the feeling of eating together.

Enhancing eating experiences through VEs offers potential
benefits in improving the nutritional intake and overall health,
particularly for individuals susceptible to social isolation.
Simulating different dining environments or enabling shared
virtual meals can help mitigate the psychological effects of
eating alone. HMDs are commonly used for such simulations.
However, one limitation is that it obstructs the user’s view of
their real environment (RE) making it impossible to see the
food placed in front of them. To address this, a technique
known as video see-through (VST) can be implemented.118 VST
dynamically adjusts the transparency of the display using the
forward-facing camera on the HMD, revealing the RE when the
user tilts their head downward to see their food on the table.
While this allows the user to see their food, it reduces immer-
sion and the sense of presence in the VE, as the user is
intermittently exposed to the RE every time they tilt their head
downward. A system that solves the issue without compromis-
ing on the immersion, called Ukemochi, is introduced in
Fig. 10c.119 This system allows users to experience eating at
different locations or environments, while being able to see
only their hands and the food that is in front of them in the RE.
This technique exposes only the necessary regions and hence
does not compromise the immersion. The figure shows the
user eating their food in a park with only the food being
overlaid into the VE. This level of immersion is achieved by
using a smart food recognition system that identifies, segments
and tracks the food, and projects that onto the VE using the
overlay function in the Open VR API. Similar to the operation of
semantic segmentation used for object classification in images,
a video object segmentation called SiamMask allows for differ-
entiating the food from the surroundings and tracking in real
time with high accuracy.120 The Ukemochi system operates

using a client-server architecture to achieve this seamless
integration of food in the VE. The client module captures the
image of the food using the front-facing camera of the HTC
VIVE HMD and transmits it to the server module for proces-
sing. The server module then performs food region segmenta-
tion, employing object detection and tracking algorithms
trained on the UECFood100 and VOT-2018 datasets to accu-
rately isolate the food from its surroundings. The processed
segmentation data is then relayed back to the client, which
computes the corresponding Unity coordinates and overlays
the food image into the VE which achieves the desired effect.

In support of these efforts, a team from Denmark has
studied the effectiveness of augmented virtuality – a mixture
of the real and the virtual world – to simulate people eating
together. This was achieved using the Oculus Rift CV1 HMD
with an Intel RealSense SR300 depth sensor mounted on top of
the HMD. The HMD allows the users to see and hear others and
the depth sensor helps reconstruct the food as a textured
geometry in the VE. In this experiment, all users were placed
in different isolated eating stations that were equipped with
this setup. Then, these people were projected into a virtual
living room represented by a genderless avatar. These indivi-
duals were able to see and communicate with the other
participants which simulated eating with others. The left part
of Fig. 10d shows a user seated in the isolated eating station
and the right shows projected avatars, where the other indivi-
duals were also projected to eat together.121 The findings of the
study suggest that a more technologically advanced system
capable of rendering true to life avatars, environments and
sensations will improve the acceptance and effectiveness of this
kind of system. The size and design of the HMD also play a
crucial role in the application as it affects the user mobility and
eating convenience.

In addition to projecting images and sounds, cross space
perception can help tackle some of the limitation of virtual
eating by introducing true to life somatic sensations. This gives
users the ability to interact with each other’s environment in
the VE. This effectively reduces the perceived distance between
these isolated individuals. Fig. 10e demonstrates a system that
can sense cutaneous sensations like temperature, texture,
shape and vibrations, and process and transfer this vibro-and
thermo-haptic information of an object between two users in
the VE.122 This system uses minimalistic rings called augmen-
ted tactile perception and haptic-feedback rings (ATH-Rings).
These rings can be worn on fingers and are equipped with
TENG sensors for continuous monitoring of bending gestures,
flexible pyroelectric sensors for temperature sensing, eccentric
rotating mass (ERM) vibrators for vibro-haptic feedback, and
nichrome (NiCr) metal wires for thermo-haptic feedback. The
miniaturized size of the rings and the separately positioned IOT
module, conveniently placed on the back of the palm for

and Intel Realsense SR300 depth sensor to make the physical buffet and virtual living room coexist and interact in real time,121 Copyright 2019, ACM. (e)
System architecture of an interactive metaverse platform based on an ATH-Ring, providing users with cross-spatial perception,122 Copyright 2022,
Springer Nature.
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wireless data transmission, enhance the portability and func-
tionality of the system. Pyroelectric and thermoelectric materi-
als used in these sensors enable self-powering and low-voltage
feedback elements which reduce the need for a heavy battery
pack, which further adds to the portability. The TENG tactile
sensors are placed on the inner portion of the ring which
senses the swelling of the muscles when the fingers are bent.
The temperature sensors are placed on the bottom of the outer
portion of the ring which meets the surface of the object that is
being held by the user. This information is then processed by
the IOT module which consists of a signal processing unit, a
wireless transmission unit and a micro-controller unit with an
analog to digital converter and PWM. The signal collected by
the IOT module is wirelessly transmitted to an AI-enabled cloud
server that performs object recognition and finger tracking and
projects this information into the metaverse. This projected
object can be touched and felt by the users in the VE. The PWM
pins in the IOT module control the ERM vibrator mounted on
the top of the ring to provide haptic feedback for the whole
finger. Similarly, these pins also control the NiCr heating wires
placed along the inner part of the ring to stimulate the
temperature of the object that is being held. Therefore, with a
synergetic working of the sensors, the processing unit and the
actuators, a seamless cross space perception has been achieved.

5. Conclusions

This review highlights how recent advancements in wearable
technologies can revolutionize eating experiences in next-
generation VR/AR applications. While eating-related auditory
and visual cues are relatively well-established, with implemen-
tations that do not significantly differ from other scenarios, the
other components involved in creating eating-related experi-
ences demand further attention. Human perception is highly
complex, and replicating these sensations individually or
jointly remains a significant challenge. For example, simulating
food texture requires capturing a wide range of characteristics,
such as hardness, stickiness, viscosity, fracturability, springi-
ness, and chewiness. While pioneering research has introduced
initial efforts that simulate some of these cues by varying the
amplitude, frequency, and duration of signals, many questions
remain unanswered regarding how to achieve a realistic sensa-
tion that accurately reflects real-world perception.

Current challenges in this field are discussed as follows:
compared to physical sensations, the simulation and genera-
tion of chemical signals—primarily olfaction and gustation—
remain significantly underexplored, particularly in the context
of digital and wearable interfaces. While current methods, such
as electrical and thermal stimulation, offer preliminary means
of evoking basic sensory perceptions by applying currents or
altering temperatures, these techniques remain limited to a
narrow spectrum of sensations and often lack specificity,
subtlety, and repeatability. For example, electrical stimulation
of the tongue can generate tingling or metallic tastes, but
cannot yet replicate the nuanced profiles of natural flavors. In

this context, delivering chemical components in a digitally
controlled manner—such as through microfluidic delivery,
aerosol generation, or thermally triggered release—offers
greater versatility and has the potential to replicate a broader
palette of sensory cues.

However, due to the intricate structure and dynamic respon-
siveness of the human chemosensory system, particularly the
olfactory epithelium and taste buds, it remains impractical to
design universal systems capable of replicating all possible
chemical sensations. A more feasible pathway is to develop
application-specific gustatory and olfactory interfaces, such as
those targeting flavor enhancement in food tasting, appetite
modulation, or immersive VR experiences—albeit with the
trade-off of a limited range of reproducible sensations.

Moreover, the oral cavity and nasal pathways pose unique
challenges in terms of bio-compatibility, hygiene, and stability.
Given that these environments are moist, sensitive, and highly
regulated physiologically, it is critical to establish clear safety
standards covering multiple domains—chemical toxicity, ther-
mal thresholds, electrical leakage, and magnetic interference.
The development of mouth-integrated or intraoral electronics
thus requires rigorous attention to materials selection, sealing
strategies, and user acceptability. Currently, this area remains
underrepresented in both technological development and reg-
ulatory discussion. Safety validation must go beyond theoretical
risk analysis; it demands empirical data from user studies and
pilot clinical trials. To ensure reusability and address hygiene
concerns, reliable sterilization protocols—potentially using UV,
autoclaving, or replaceable components—must be standar-
dized for both internal and external surfaces of such devices.

A growing trend in this field is the development of minia-
turized, skin- or mouth-integrated HMIs that can be seamlessly
and comfortably worn by users for extended periods. Reducing
form factors, improving ergonomics, and optimizing user-
friendliness will be key to making such systems viable for
widespread deployment in VR/AR platforms, especially where
interactions involving food, speech, or emotion are concerned.
Beyond traditional entertainment or online retail experiences,
these systems have transformative potential for biomedical and
behavioral research, particularly in understanding, enhancing,
or correcting eating behaviors related to disorders such as
obesity, dysphagia, or anorexia.

Unlike conventional strategies based on bulky benchtop
equipment, wearable and bio-integrated HMIs can capture
and deliver sensory feedback in real-time under dynamic,
real-life conditions—such as chewing, swallowing, speaking,
or multitasking. These interfaces may be integrated with flex-
ible electronics, soft robotics, and biosignal sensors (e.g., EMG,
EEG, and ECG), allowing continuous and non-invasive mon-
itoring during complex behavioral tasks.

Looking ahead, a critical direction is to build multimodal
HMI systems that simultaneously deliver physical (e.g., texture,
pressure, temperature) and chemical (e.g., aroma, taste mole-
cules) feedback. Such systems will offer richer, more immersive
representations of food experiences in virtual environments. As
illustrated in Fig. 1, integrating both sensing and actuation
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functions within a unified platform can create bidirectional
interfaces that not only provide feedback to the user but also
collect physiological data for real-time monitoring, diagnosis,
and personalization. Importantly, these systems can enable
remote social eating, virtual dining, or telemedicine applica-
tions, fostering human connection across distances by synchro-
nizing multisensory inputs. Finally, coupling these interfaces
with AI-powered digital twins of the eating process may allow
researchers to simulate and predict user preferences, track
dietary compliance, or optimize nutritional interventions.
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