
19964 |  Phys. Chem. Chem. Phys., 2021, 23, 19964–19986 This journal is © the Owner Societies 2021

Cite this: Phys. Chem. Chem. Phys.,

2021, 23, 19964

Breakdown of the Stokes–Einstein relation in
supercooled water: the jump-diffusion
perspective†

Vikas Dubey, Shivam Dueby and Snehasis Daschakraborty *

Although water is the most ubiquitous liquid it shows many thermodynamic and dynamic anomalies. Some

of the anomalies further intensify in the supercooled regime. While many experimental and theoretical

studies have focused on the thermodynamic anomalies of supercooled water, fewer studies explored the

dynamical anomalies very extensively. This is due to the intricacy of the experimental measurement of the

dynamical properties of supercooled water. Violation of the Stokes–Einstein relation (SER), an important rela-

tion connecting the diffusion of particles with the viscosity of the medium, is one of the major dynamical

anomalies. In absence of experimentally measured viscosity, researchers used to check the validity of SER

indirectly using average translational relaxation time or a-relaxation time. Very recently, the viscosity of

supercooled water was accurately measured at a wide range of temperatures and pressures. This allowed

direct verification of the SER at different temperature-pressure thermodynamic state points. An increasing

breakdown of the SER was observed with decreasing temperature. Increasing pressure reduces the extent of

breakdown. Although some well-known theories explained the above breakdown, a detailed molecular

mechanism was still elusive. Recently, a translational jump-diffusion (TJD) approach has been able to

quantitatively explain the breakdown of the SER in pure supercooled water and an aqueous solution of

methanol. The objective of this article is to present a detailed and state-of-the-art analysis of the past and

present works on the breakdown of SER in supercooled water with a specific focus on the new TJD

approach for explaining the breakdown of the SER.

1. Introduction

Water is the most ubiquitous liquid, and is involved in many
chemical, biological, and geological processes. Despite being a
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common liquid, water shows many anomalous behaviors, some
of which further intensify on cooling below freezing point and
attaining the supercooled regime.1–15 Occurrence of the density
maximum at 4 1C and rapid variation of different thermody-
namic response functions, such as isothermal compressibility,
thermal expansion coefficient, heat capacity, etc. with decreas-
ing temperature are some of the thermodynamic anomalies of
supercooled water. Since liquid water remains thermodynami-
cally less stable than ice in the supercooled regime, it is
difficult to perform experiments on supercooled water. How-
ever, with the advancement of experimental techniques, it has
been possible to perform various experiments in supercooled
water and provide new insights.

Many researchers investigated the origin of the thermo-
dynamic anomalies in supercooled water over the last few
decades.5–7,16–23 Different theories were proposed to explain the
anomalies.16,24–33 One of the first approaches was the ‘‘stability-
limit conjecture’’ (SLC),34–36 which aimed at explaining the
anomalies by presenting a unified thermodynamic understand-
ing. The SLC approach proposed that unlike in simple liquid,
where the liquid spinodal (emerging from the liquid–vapor
critical point) continues to decrease steadily into the negative
pressure region with decreasing temperature in a temperature-
pressure (T–P) phase diagram, the liquid spinodal for super-
cooled water returns to positive pressure after it intersects the
‘‘temperature of maximum density’’ (TMD) line. The divergence
of fluctuations at the spinodal can explain the rapid increase of
the thermodynamic response functions upon cooling. Another
proposed explanation is the liquid–liquid critical point (LLCP)
hypothesis, in which the anomalous properties of supercooled
water are explained in terms of the first-order liquid–liquid

phase transitions.16,17,24,30,31,37–40 Below the LLCP temperature
there exists two distinct phases of water: low-density liquid
(LDL) and high-density liquid (HDL). Beyond the LLCP these
two states become indistinguishable. In another two-state
model picture, water was assumed to be a mixture of two
inter-convertible states: low-density state (LDS) and high-
density state (HDS).41–45 The singularity-free approach (SFA)32

and the critical-point-free (CPF)33,46 approaches were also uti-
lized to explain some anomalies of supercooled water. While
the CPF approach is an alternative form of the LLCP hypothesis
with the critical point at large negative pressure, the SFA
scenario is distinguished by the sharp but nondivergent max-
ima in the response functions at different temperatures. In the
SFA scenario, there is no liquid–liquid transition.47

Unlike the thermodynamic anomalies, the dynamic anoma-
lies were not extensively studied in experiments. This
is because of the intricacy of performing experiments
revealing the dynamics of supercooled water. However, recent
experiments have been probing dynamical anomalies,
such as increasing diffusion and decreasing viscosity
under compression,48 crossover from fragile-to-strong liquid
dynamics,48–53 and earlier decoupling of self-diffusion from
viscosity upon cooling.54 Although it is being quite a while
since the self-diffusion coefficient, the rotational and transla-
tional relaxation times were measured at different T–P state
points, quantitative estimation of the viscosity coefficient was
done only recently.48 The viscosity of supercooled water was
measured down to 239 K temperature and up to 300 MPa
pressure. At a given temperature, the viscosity starts decreasing
with increasing pressure, reaches a minimum, and then
increases. While at ambient temperature the minimum is
rather shallow, the depth increases with decreasing tempera-
ture. An extension of the two-state model,45 which explained
the thermodynamic anomalies, was able to describe the dyna-
mical properties: self-diffusion, viscosity, and rotational corre-
lation time accurately at different T–P state points.48 This also
explained the dynamical crossover from fragile-to-strong liquid
behavior in a reasonable accuracy.

The presence of accurate measurement of viscosity and self-
diffusion coefficients of supercooled water at different T–P state
points allows checking the validity of the Stokes–Einstein
relation (SER), an important relationship for understanding
the nature of molecular diffusion in liquid.48,54 Since the SER
was derived from Einstein’s theory of Brownian motion, it
assumes the applicability of Einstein’s model of diffusion.
The absence of accurate viscosity coefficients restricted
researchers to verify the SER by studying the coupling between
the average translational relaxation time and the self-diffusion
coefficient of supercooled water.55–61 This is an indirect way of
checking the validity of SER. The direct verification has been
performed relatively recently with the accurately measured
viscosities at different T–P state points.48,54 Several computer
simulation studies have also focused on the validity of the SER
in supercooled water and provided deep molecular insights
into it.62,63 The existing theories for explaining the thermo-
dynamic anomalies of supercooled water were modified and
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used to explain the dynamic anomalies.48 Although these
theories explained the above breakdown, a detailed molecular
mechanism was still elusive. Recently, our group has been able
to explain quantitatively the breakdown of SER using the
translational jump-diffusion (TJD) approach.64–66 In this
approach, the translational jump-diffusion coefficient, which ema-
nates from the translational jump (large amplitude displacement)
of the molecules and contributes a part of the total diffusion, is
calculated using a quantitative fashion. Interestingly, the remaining
part of the diffusion stays coupled to the viscosity of the medium
reasonably strongly in the supercooled water.

The objective of this article is to present a detailed and state-
of-the-art analysis of the breakdown of SER in supercooled
water. Since a vast literature is present on the same topic in
supercooled liquid in general, this perspective is limited to
supercooled water. Following is the organization of the remain-
der of this article. The origin of SER is detailed in Section 2.
Section 3 summarizes the findings of prior studies focusing on
the validity of SER in supercooled water. In Section 4 we have
presented the TJD approach and its application in some
systems to explain the breakdown of SER. The concluding
remarks and the future scope are presented in Section 5.

2. The derivation and approximations
of the SER

The derivation of SER was presented earlier.67–70 Here, we
summarize the key steps and approximations involved. The
differential form of Einstein’s diffusion equation for the trans-
lational motion of a Brownian particle can be written as,

@r r; tð Þ
@t

¼ D
@2r r; tð Þ
@r2

(1)

The above equation comes from the combination of Fick’s law
of diffusion and the continuity equation. Here, r(r,t) is the
position (r) and time (t)-dependent density and D is the self-
diffusion coefficient of the Brownian particle. r(r,t) is solved to
obtain the following expression for the motion in three dimen-
sions,

r r; tð Þ ¼ 1

4pDtð Þ3=2
e� rj j2=4Dt (2)

Eqn (2) can be used to calculate the mean square displacement
(MSD) hr2(t)i = 6Dt, where ‘‘h i’’ symbols represent ensemble
average. Eqn (2) shows how the density distribution in space
changes with time. The Gaussian nature of r(r,t) as a function
of position r at a given time t comes from the stochastic
approximation. Now, we write the Langevin equation,

mrþ x _r ¼ F tð Þ (3)

where m is the mass of the particle, x is the frictional coeffi-
cient, and F(t) is the random force that originates from the
continuous collision of the Brownian particle with neighboring
solvent particles. F(t) has the following characteristics: (i) F(t) is
independent of velocity and the time-averaged value is zero
hF(t)i = 0, and (ii) F(t) varies faster in comparison to the velocity

of the particles. Solving eqn (3) for hr2(t)i and using the
Einstein’s equation at long time limit, hr2(t)i = 6Dt (for diffu-
sion in three dimensions), one obtains,

D ¼ kBT

x
(4)

In eqn (4), x is assumed to be the friction on a spherical object
of radius R with a stick hydrodynamic condition. Stokes law of
friction provides the following equation for x:

x = 6pZR (5)

In eqn (5), Z is the viscosity of the medium. From eqn (4) and (5),
we get the following expression of the SER,

D = kBT/6pZR (6)

For the diffusion of a Brownian particle, the above SER is also
written as

D p T/Z or DZ/T = constant (7)

The unavailability of accurate viscosity data does not allow
using eqn (7). Instead, the average translational relaxation time
htTi or the a-relaxation time ta is used to indirectly check the
validity of SER by checking the constancy of (DtT/T) or (Dta/T)
with respect to temperature. This is based on the assumption
that both htTi and ta are linearly proportional to Z. We will
come back to this point in Section 3.2.

We now summarize the key approximations involved in the
derivation of SER. A clear idea about the approximations would
help in figuring out the cause of the breakdown of SER. (i)
Stokes’ law of friction is a hydrodynamic law that is applicable
for diffusing particles much larger compared to solvent parti-
cles. (ii) The medium is structurally and dynamically homo-
genous to maintain the continuum nature. For example, the
local viscosity, experienced by the diffusing particle, should be
the same as the overall viscosity of the medium. (iii) In each
step, the diffusing particles translate by a small distance.
(iv) The trajectories of diffusing particles are uncorrelated and
stochastic over long times. These assumptions principally
restrict the usage of the SER in real scenarios. However, SER
remains valid in many systems where such approximation(s) do
not fully hold. There are a large number of systems where the
severe breakdown of SER is observed. Supercooled water is one
of them. Many experimental and simulation studies observed
the breakdown in supercooled water and investigated the
possible mechanism. We review these studies in the next
section.

3. Verification of the SER in
supercooled water and explanations
3.1 Indirect verification of SER

In this section, we will review studies that focused on the
verification of SER by checking the constancy of (DtT/T) or
(Dta/T) with respect to temperature in the absence of viscosity
data. Chen et al.55 reported the translational self-diffusion
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coefficient D and the average translational relaxation time tT of
water in the temperature range 190–280 K using NMR and
quasi-elastic neutron scattering (QENS) experiments, respec-
tively. Note that it has not been possible to keep bulk water
liquid below the homogeneous nucleation temperature (TH).
(The TH value of water at atmospheric pressure is something in
between 230 and 238 K.71–75) Below TH, water inevitably crystal-
lizes to ice.76,77 Therefore, the singular temperature TS (228 K at
atmospheric pressure), at which the power-law divergence is
seen in thermodynamic properties, is inaccessible. When the
glassy form of water is heated above 135 K (the glass transition
temperature TG at atmospheric pressure) the glass-to-liquid
phase transition occurs to form highly viscous liquid water,
which crystallizes again at TC E150 K.77–79 Therefore, in
between TC and TH, water does not exist in liquid form. This
region is called the ‘‘no man’s land’’.17 Chen et al.55 bypassed

the above problem by supercooling water confined in one-
dimensional hydrophilic silica pores, a suitable approach to
study supercooled water below TH.80–84 The Arrhenius plots of
D and tT are presented in Fig. 1, where the transition from
fragile (non-Arrhenius temperature dependence) to strong
(Arrhenius temperature dependence) liquid is observed at
B225 K. They also checked the validity of the SER for the
entire range of temperature. An increasing breakdown of the
SER was observed with decreasing temperature, as presented in
Fig. 2. This breakdown is different on two sides of the fragile-to-
strong dynamical transition point.

The MD simulation of the TIP5P model of water immedi-
ately supported the above experimental observation on the
breakdown of the SER in supercooled water.58 An increasing
breakdown of the SER was observed in the simulation as the
diffusion D decouples from the a-relaxation time ta. There is a
strong effect of pressure also.58 Fig. 3a shows how the extent of
the decoupling decreases with increasing pressure. This study
proposed that the decoupling is somehow linked to the Widom
line,85–89 a hypothetical line emanates from the LLCP16 and
extends through TW, the temperature at which the specific heat
capacity is maximum. The simulated Dta/T lines for different
pressures merge when the variable T is replaced by T–TW at a
given pressure.58 The collapse is shown in Fig. 3b. A similar
collapse was found for the temperature-dependent cluster size
of the mobile molecules. Therefore, the breakdown of the SER
in supercooled water was connected to the crossing of the
Widom line associated with the liquid–liquid phase transition.

Some separate simulation studies of ST2 and SPC/E models
of water provided an interesting insight into the breakdown of
SER.57,59 These studies considered two subsets of water mole-
cules: one is highly mobile, and the other has the least mobility.
The validities of SER and the Stokes–Einstein–Debye relation
(SEDR) for these two separate subsets were checked. (The SEDR
connects rotational diffusion with the viscosity of the medium.)

Fig. 1 The temperature dependence of the inverse of self-diffusion
coefficient of water and its average translational relaxation time. (A) For
the fully hydrated MCM-41-S samples with diameters of 14 and 18 Å, the
inverse of the self-diffusion coefficient of water D was measured by NMR
as a function of 1/T in a log-linear scale. The solid line denotes the fit of the
data to a VFT relation. The short dotted line denotes the fit to an Arrhenius
law with the same prefactor 1/D0. (B) The average translational relaxation
time htTi obtained from QENS spectra in the same experimental condi-
tions of the NMR experiment as a function of 1/T. The dashed line denotes
the VFT law fit, and the dotted line denotes the Arrhenius law fit with the
same prefactor t0. The values of fitting parameters are shown. Reprinted
from ref. 55. Copyright (2006) National Academy of Sciences, U.S.A.

Fig. 2 The quantity D htTi/T as a function of T. Dots and squares
represent its values coming from the experimental data of D and tT in
samples with diameters of 14 and 18 Å, respectively. The dotted line
represents the same quantity obtained by using the fitting values obtained
from the data reported in Fig. 1. Reprinted from ref. 55. Copyright (2006)
National Academy of Sciences, U.S.A.
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Interestingly, both the relations did not hold at low tempera-
tures for both the subsets. This contradicted the notion that the
breakdowns of SER and SEDR originate only from the highly
mobile molecules. An increasing decoupling between transla-
tional and rotational diffusion was found to be similarly strong
in both subsets. To make a connection between the dynamical
heterogeneities and breakdown of SER and SEDR, the time-
dependence of the two relations was studied. Interestingly,
both the translation-rotation decoupling and the breakdowns
of SER and SEDR are strongest at a time scale corresponding to
the end of the cage regime, when diffusion starts. Note that the
dynamical heterogeneity is also maximum at the same time
scale. This connects the breakdowns of the SER and SEDR with
the dynamical heterogeneity of the medium.

Later, the mode-coupling theory-based calculation was
performed.61 Also, the study suggested that the violations of
SER in the fragile liquid occur differently from that in the strong
liquid region. It is worth mentioning that the fragile-to-strong

transition of liquid water, observed by Chen et al.,55 was also
criticized in many articles.90 Several works explained the above
transition in terms of the finite-size effects, which decide the
transition from liquid-like motion to localized motion near the
glass transition temperature as observed in other nonaqueous
glass-forming liquids.91–96 It was argued that confinement can
heavily influence the viscosity-controlled relaxation process at
low temperatures. Several other groups questioned the analyses
of Chen et al. and showed that the possibility of having the
fragile-to-strong transition of water at the protein interface
depends on the accuracy of the data analysis.97–100 This debate
continued attracting researchers to investigate the dynamical
anomalies of supercooled water in greater detail.

A combined experiment and simulation study further inves-
tigated the microscopic origin of the breakdown of SER in
supercooled water.60 The diffusion coefficient starts following a
fractional SER with structural relaxation time (D B (htTi/T)�z;
z E 3/5) below 290 K. To understand the origin of this break-
down, FTIR spectra were analyzed to see the effect of tempera-
ture on the water OH-stretch over a temperature decreasing
from 350 to 200 K. The results demonstrated that water forms
low-density structure at lower temperature and therefore the
breakdown of the SER in water may arise from the variation of
the local water structure. An interesting explanation was given
by Bagchi and coworkers using a two-state model of water: 5-
coordinated high-density water and 4-coordinated low-density
water.101,102 They observed that the propagation of the 5-
coordination defect occurs in a string-like path, the length of
which increases with decreasing temperature. The propagation
pathway resembles the Glarum defect.103 The coordination
number of the water molecules on the path is changed from
4 to 5 and then reverses back to 4 again. In this process, the
tagged water molecule rotates by large angular jump following
the Laage–Hynes jump mechanism.104,105 The propagating
defect gives rise to dynamical heterogeneity, which may be
responsible for the breakdown of SER.

The LLCP and two-state model explanations of SER break-
down were seriously challenged by a study at high temperatures
and pressures. The breakdown of both the SER and the SEDR
were observed in a ‘‘hot liquid’’ state of water at 400 K and
different pressures, ranging up to 3 GPa, the melting point of
ice VII.106 While the diffusion decreases and the viscosity
increases with increasing pressure, the rate of reduction
of diffusion decreases above 1 GPa pressure. This causes
the breakdown of the SER. This result challenged the
proposed theory, such as the LLCP hypothesis, two-state model,
dynamic heterogeneity, etc., for the breakdown of SER in
supercooled water.

3.2 Direct verification of SER

Despite many studies provided important insights into the
validity of the SER in supercooled water, these were somewhat
indirect verifications. This is because of the usage of the
average translational relaxation time htTi or the a-relaxation
time ta in place of the viscosity Z. This is based on the
assumption that the above relaxation times are linearly

Fig. 3 How is the SER breakdown at low pressures correlated with the
Widom line. (a) Dta/T as a function of T for P = 0 MPa, 100 MPa, and
200 MPa for the TIP5P model. Here, ta is the a-relaxation time. For all
panels, Dta/T is scaled by its high T value to facilitate the comparison of the
different systems. (b) Dta/T as a function of T–TW(P) for TIP5P. The curves
for different pressures overlap on the same master curve when T is
replaced by T–TW(P). Adopted with permission from ref. 56. Copyright
(2007) National Academy of Sciences, U.S.A.

PCCP Perspective

Pu
bl

is
he

d 
on

 0
6 

 2
02

1.
 D

ow
nl

oa
de

d 
on

 2
02

5/
5/

20
 1

7:
13

:4
5.

 
View Article Online

https://doi.org/10.1039/d1cp02202d


This journal is © the Owner Societies 2021 Phys. Chem. Chem. Phys., 2021, 23, 19964–19986 |  19969

proportional to the viscosity Z. Although htTi is often coupled
with Z, there are many reports where this coupling does not
strictly hold.107,108 Therefore, it needs critical scrutiny and
verification of the proportionality of htTi with Z before using
htTi in the SER.

Given this, it was suggestive to measure the viscosity of
supercooled water and directly check the validity of SER.
Dehaoui et al.54 measured the viscosity of water most accurately
at different temperatures down to 238 K. Using the literature
diffusion coefficient109 and single molecular rotation time110

the authors checked the validities of SER and SEDR, respec-
tively. As shown in Fig. 4, the SER increasingly breaks down
with decreasing temperature while the SEDR remains valid in a
wider range of temperatures. Unlike the usual glass formers,
which show the breakdown of the SER only below 1.3 Tg,111–117

for water the breakdown starts below 2.1 Tg. In a follow-up
experiment, Singh et al.48 measured the viscosity at different
T–P thermodynamic state points. As the pressure increases at a
constant temperature, the viscosity of water varies through a
minimum value. The diffusion coefficient, on the other hand,
varies through the maximum at a particular pressure. The
locations of the above two extrema are sensitive to temperature.
On reducing the temperature from 300 to 240 K, the location of

the viscosity minimum shifts towards higher pressure (from
80 MPa to 160 MPa) and the location of the diffusion maximum
shifts from 100 MPa to 180 MPa pressure.48 These are the
dynamic anomalies, which were explained by the dynamic
extension of the thermodynamic two-state model of
water.41,45,118 From the available diffusion and viscosity data
at different T–P state points the impact of pressure on the SER
was also checked. The increasing pressure reduces the extent of
breakdown of the SER at low temperatures.

Availability of the accurate viscosity coefficient data of super-
cooled water at different T–P thermodynamic state points has
triggered renewed interest in checking the validity of the SER in
supercooled water. Several MD simulation-based
investigations62–66,107,119,120 have been carried out to provide
more insights into the breakdown. The simulation study of the
TIP4P/2005121 model of water showed the breakdown.119 In
addition, the above study also focused on the breakdown or
preservation of other non-standard forms of SER, like the
coupling of diffusion with the H-bond lifetime, a-relaxation
time, etc. A separate MD simulation study107 of TIP4P/2005f122

water model reproduced the experimental diffusion and visc-
osity over a wide range of temperatures. The fact that the a-
relaxation time was decoupled from the viscosity at low tem-
peratures suggested that the use of a-relaxation time or average
translational relaxation time might not be a foolproof way to
check the validity of the SER. A more recent MD simulation
study62 of TIP4P/2005121 water has addressed the impact of
pressure on the SER breakdown in supercooled water. A
dynamic extension of the thermodynamic two-state model of
water41,45,118 was used to explain the temperature- and
pressure-dependent dynamical properties of water. In the two-
state model, liquid water is considered as a mixture of two
inter-converting species, a high-density state (HDS) and a low-
density state (LDS). The violation of SER at lower temperatures
was linked with the Widom line approach. Fig. 5 plots the
normalized DZ/T versus T–TW(P). Similar to that in Fig. 3b, an
approximate collapse was observed when the normalized DZ/T

Fig. 4 Test of the SER (upper panel) and SEDR (lower panel). DtZ/T (upper)
and Z/(trT) (lower) were plotted as a function of temperature. Here, the
diffusion coefficient was denoted by Dt, while the molecular rotation time
was denoted by tr. The data were further normalized by their value at
362.25 K. The SER and SEDR relations would thus correspond to the
horizontal dotted lines. SER and SEDR hold at high temperatures, but they
are violated by around 70% and 18% at low temperatures, respectively.
Reprinted with permission from ref. 54.

Fig. 5 Temperature variation of the quantity DZ/T normalized by its value
at 300 K, as a function of the distance to the Widom line T–TW(r) (see the
text for details) for four isochores (from bottom to top: 920.050, 960.090,
999.260, and 1040.59 kg m3). The inset points out the non-perfect
collapse of the three isochores. Reprinted from ref. 62, with the permission
of AIP Publishing.
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was plotted as a function of T–TW(P). However, the density
dependence was still visible.

Although the above studies provided important insights into
the breakdown of the SER, the molecular mechanism was still
elusive. Although several scenarios, such as the Widom line
approach, two-state model of water, the dynamic heterogeneity,
etc., were used to explain the breakdown of SER, a quantitative
explanation was still necessary. Recently, our group has been
able to explain the breakdown using the TJD approach.64–66 The
increasing importance of the translation jump-diffusion of
water molecules with decreasing temperature was
evidenced.64–66,123–125 The presence of jump-diffusion in super-
cooled water was proposed earlier by many theoretical and
simulation studies.124–132 Goldstein’s hypothesis133 is worth
mentioning. This hypothesis connected the temperature with
the nature of translational diffusion of liquid molecules.
According to this hypothesis, the translation of the liquid
molecules occurs via jumping from one local free energy
minima to another in the rugged free energy landscape at a
lower temperature. However, with increasing temperature, the
molecules gain thermal energy comparable to or higher than
the free energy barrier heights and therefore diffuse freely via
Brownian motion. Many theoretical and computer simulation
studies126–132 supported the above hypothesis and indicated
the existence of translational jump in supercooled liquids.
Previous studies have shown how the translational jump-
diffusion of the solute from one solvent cage to another can
be triggered by the translation-coupled-rotational pre-
arrangement of nearby solvent water molecules around the
solute.124,125 The fragile-to-strong crossover has been seen to
originate from the activated jump process, which dominates
the dynamics in the deeply supercooled regime.134

Even though earlier studies hinted at the existence of the
translational jump-diffusion and its role in various dynamic
anomalies in supercooled water, including the breakdown of
SER, more direct and quantitative evidence was still lacking.
Our group estimated the jump-diffusion coefficient, which
emanates from the jump-translation of water molecules, using
a quantitative approach.64–66,123 These studies quantified the
contribution of jump-diffusion in the breakdown of SER in
supercooled water at different T–P thermodynamic state points.
Apart from the neat supercooled water, the above method also
explained the key aspects of SER breakdown in the binary
mixture of water and methanol.66 The contribution of the
jump-diffusion was seen to be strongly connected with the
structure of the liquid.64–66 We detail the TJD approach and
its usefulness for explaining the SER breakdown in the follow-
ing section.

4. Breakdown of SER: explanation
using the TJD approach
4.1 Calculation of diffusion D and viscosity g coefficients

Accurate determination of diffusion and viscosity coefficients is
important to check the validity of SER. The diffusion coefficient

can be calculated using two routes. In the mean square
displacement (MSD) route, the MSD is calculated for the
molecules using the following equation,

MSD ¼ r2 tð Þ ¼ r tþ t0ð Þ � r t0ð Þj j2: (8)

Here, r(t0) and r(t + t0) are the positions of a molecule at times t0

and (t + t0), respectively. The brackets ‘‘h i’’ refer to the ensem-
ble average. The simulated time-dependent MSD at long time
are then fit to the linear equation, as per Einstein’s diffusion
equation,

lim
t!1

r2 tð Þ ¼ 6Dt (9)

The diffusion D is calculated from the slope of the above
equation.

The self-diffusion coefficient can also be calculated using
the velocity autocorrelation function route,135

D ¼ 1

3

ð1
0

dtv tþ t0ð Þ � v t0ð Þ; (10)

where v(t + t0) and v(t0) are the velocities of the particle at time
t + t0 and time t0, respectively. We used the MSD route for
calculating the diffusion coefficient.64–66,123,125

The viscosity coefficient can be calculated using the Green–
Kubo formula63,136–138

Z ¼ V

10kBT

Ð1
0

P9
ab

Pab 0ð ÞPab tð Þdt (11)

Here, kB is the Boltzmann constant, V is the volume of the box,
and T is the temperature of the system. The brackets ‘‘h i’’ refer
to the ensemble average. Pab, the symmetrized traceless portion
of the stress tensor sab, can be defined as

Pab ¼
1

2
sab þ sba
� �

� 1

3
dab

X
a

saa

 !
(12)

dab is the Kronecker delta and there are six, out of the nine,
distinct Pab elements. Note that eqn (11) improves the statistics
over the original Green–Kubo relation, which considers the
average of only three off-diagonal terms.

Z ¼ V

3kBT

ð1
0

X3
ab

Pab 0ð ÞPab tð Þ
* +

dt (13)

However, eqn (11) and (13) do not result in significantly
different Z values when sufficiently long simulation trajectories
are examined.64–66

4.2 The steps of the TJD approach in chronology

Here, we detail the method of estimating the jump-diffusion
coefficient DJump. Accurate identification of a translational
jump is one of the most crucial steps. The simplest method
is via monitoring the displacement of a molecule from its
initial position over time and identifying a jump event by a
sudden change of displacement.124,125,139–142 Being a visual
identification-based method it cannot quantitatively estimate
DJump. In addition, this approach fails to identify all jumps
and thus undermines the contribution of DJump in total
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diffusion.124 Some more quantitative methods are present in
the literature.130 The jump-diffusion of a model glass-forming
liquid was estimated using a method that assumed that the
timescale of fluctuation of a caged particle’s position is of the
order of the Debye–Waller (DW) factor.130 A translational jump
is thus defined by a fluctuation of larger magnitude compared
to the DW factor. The oscillator model theory-based approach
was used to calculate the jump-diffusion of a small tracer in a
glass-forming liquid.143,144 These methods were used in usual
glass-forming liquids but not in supercooled water.

Our method of calculating DJump is based on a technique
introduced by Raptis et al.145,146 and modified by Araque
et al.147 The steps are listed in chronological order.

(I) The first step involves the calculation of the non-Gaussian
parameter a2(t)135,148 using the following equation,

a2(t) = 3r4(t)/5r2(t)2 � 1, (14)

where r2(t) = |r(t + t0) � r(t0)|2 and r4(t) = |r(t + t0) � r(t0)|4. Here,
r(t0) and r(t + t0) are the positions of a molecule at time t0 and
(t + t0), respectively. The brackets ‘‘h i’’ refer to the ensemble
average. a2(t) goes through a maximum value at the character-
istic time t = t*.

(II) The long trajectory of a water molecule is split into
smaller trajectory segments, each of duration t*. The considera-
tion of t* comes from the fact that the transition from the sub-
diffusive cage regime to the diffusive regime of the mean
square displacement (MSD) occurs at time t*. Also, at this time
the dynamical heterogeneity is seen to be maximum. However,
the results do not change appreciably with a slight deviation of
time from t*.64 Let us assume that the splitting of a full
molecular trajectory, of duration ttraj, into equal segments of
t* length, produces M smaller trajectory segments. Therefore,
M = ttraj/t*. Also, in each trajectory segment, we have n number
of time steps.

(III) The radii of gyration are calculated for all the M smaller
trajectory segments. The radius of gyration for ith smaller
trajectory segment Rg,i (1 r i r M) is calculated using the
following equation,64–66,145–147

Rg;i ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

n

X
i�1ð Þt��t�it�

r tð Þ � rCM;i

�� ��2s
(15)

Here, r(t) is the molecule’s position at time t and rCM,i is the
center-of-mass of the ith trajectory segment, which is calculated
using the following equation,64–66,145–147

rCM;i ¼
1

n

X
i�1ð Þt��t�it�

r tð Þ (16)

(IV) The net displacements in the ith trajectory segment li is
twice that of Rg,i

li = 2Rg,i (17)

(V) It is obvious that every smaller trajectory segments are
not jump-trajectories. Therefore, one needs to categorically
identify the jump-trajectory segments. This can be done based
on a distance criterion, which is obtained by following the

deviation of the self-part of the van Hove correlation function at
a time t*, Gs(r,t*), from the Gaussianity.64–66,147 Gs(r,t*) provides
the probability distribution of displacement at time t* and is
calculated using the following equation,64–66,135,148

Gsimu
S (r,t*) = d(r � |r(t0) � r(t0 + t*)|) (18)

Here, r(t0) and r(t0 + t*) are the positions of a molecule at a time
t0 and (t0 + t*), respectively. To see the deviation of the
simulated self-part of the van Hove correlation function from
the Gaussianity, we compare Gsimu

S (r,t*) with the following
Gaussian equation,

Gtheo
S r; t�ð Þ

� �
¼ 3

2pr2 t�ð Þ

� �3
2
exp � 3r2

2r2 t�ð Þ

� �
; (19)

where r2(t*) is the MSD at the time t*. r2(t*) = |r(t0 + t*) � r(t0)|2.
In presence of the translational jump occurrences, Gsimu

S (r,t*)
has a pronounced tale beyond the distance r2, where Gsimu

S (r,t*)
crosses Gtheo

S (r,t*). In this regime, molecules displace more than
expected from the Gaussian distribution. Thus we consider a
molecular trajectory segment as a jump one if the molecule
translates more than r2 in that segment. Therefore, the ith
trajectory segment is a jump-trajectory if it follows the condi-
tion, li 4 r2. Gsimu

S (r,t*) also crosses Gtheo
S (r,t*) at a lower r-value,

r = r1, below which the molecules move less than expected from
the Gaussian distribution. These trajectories are called cage-
trajectories. While the identification of the jump-trajectory
segments is the key for calculating the jump-diffusion coeffi-
cient, the identification of cage-trajectory segments serves
nothing in the TJD approach but visual confirmation of correct
classification of different trajectory types using the above pro-
tocol (see Fig. 9).

(VI) As the jump-trajectory segments are identified, we count
the number of such jump-trajectories for all the molecules
present in the system. We assume that a total number of jump
trajectory segments for all the molecules is NJump. The jump-
diffusion coefficient DJump can be calculated using the jump
frequency nJump and average square jump length lJump

2 64–66,123

via the following equation,

DJump ¼
1

6
nJumplJump

2; (20)

Eqn (20) can be derived from the random walk problem.64 We
have presented the derivation of the equation in the Appendix.
Here, the jump frequency, nJump and average square jump
length lJump

2 can be written as,

nJump ¼
NJump

Nttraj
andlJump

2 ¼ lim
NJump!1

1

NJump

XNJump

j¼1
lj2; (21)

where NJump is the total number of jump events for all the
molecules N and ttraj is the full simulation trajectory length.
lj

2 is the square jump length for the jth jump-trajectory
segment (1 r j r NJump) of some molecule in the system.

(VII) Note that DJump originates from only the jump-
trajectory segments. The remaining trajectory segments provide
another component of the total diffusion D. We denote the
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other component as the residual-diffusion DRes, which ema-
nates from the small-step displacement of the molecules.
Therefore, the total diffusion coefficient D can be written as
the sum of DJump and DRes. Thus, DRes can be calculated by
subtracting DJump from D.64–66,123

DRes = D � DJump (22)

Since DRes emanates from the small-step displacement of the
molecules DRes must follow the SER. One of the key steps of the
TJD approach is to check whether DRes follows SER. We will see
in the next sections that indeed DRes follows the SER. This
proves the role of DJump in the breakdown of SER.

4.2. Applications of the TJD approach

In this section, we discuss some instances, where the TJD
approach successfully explained the breakdown of the SER.

4.2.1 Pure supercooled water. The experiments were per-
formed in pure supercooled water to check the validity of the
SER at different temperatures and pressures.48,54 Our first goal
was to obtain the simulated diffusion and viscosity coefficient
values at different thermodynamic states in good agreement
with the experimental data. Water molecules were simulated at
various temperatures between 210 K and 300 K at 1 bar
pressure. Fig. 6a and b present the Arrhenius plots for simu-
lated D (system-size-corrected64,65,149–151) and Z values, which
are in excellent agreement with the experimental values,54,109

presented in the same figures. As summarized in Section 4.1,
we calculated the diffusion coefficient using the MSD route
and viscosity using the Green–Kubo relation.64–66 The
simulated D and Z values are a good fit to the empirical

Vogel–Fulcher–Tamman (VFT) equation.62,64,107,119 We also fit
the simulated D and Z using the power-law equation,54,152–154

which provides equally good fit over the full temperature range.
This is consistent with the experiment.54 The caption of Fig. 6
presents the fitting equations and their parameters for both
simulated D and Z. These simulated D and Z values at different
temperatures were used to check the validity of the SER. As per
eqn (7), the normalized DZ/T (the normalization was done at
300 K) value must be unity irrespective of the temperature.
However, that is not the case here. Fig. 6c shows that the
normalized DZ/T starts increasing from unity as the tempera-
ture is decreased below 300 K and reaches B3.5 at 210 K. This
suggests an increasing breakdown of the SER with decreasing
temperature. Consistent with the experimental results, the
fitting of the simulated D and Z values with the equation
D p (Z/T)x provides x = �0.85.54,155

In separate work,65 the simulated D and Z values of water
were reported at different T–P thermodynamic state points. The
simulated values are consistent with the experiment.48 Ten
different temperatures between 220 and 340 K and six different
pressures between 0 and 250 MPa were considered. Fig. 7a and
b present the pressure-dependent D and Z values. Consistent
with the experimental result,48,151,159 the pressure-dependent
dynamical anomalies are more evident at lower temperatures
(T o 270 K). The normalized DZ/T values are presented in
Fig. 7c. Above 300 K, the DZ/T value remains almost constant at
unity for all pressures. However, DZ/T increases from unity with
decreasing temperature, which suggests the breakdown of the
SER. The extent of breakdown decreases with increasing
pressure.

Fig. 6 The Simulated64,65,149–151 and experimental54,109 transport properties as function of temperature. The Arrhenius plot of diffusion coefficient D (a)
and viscosity coefficient Z (b). (c) The temperature-dependent normalized DZ/T values where the normalization is done at T = 300 K. The red triangles
represent the experimental values, while the simulated values are represented by black circles in all three panels. The simulated diffusion and viscosity
values are fitted with the power-law (black dashed line) and VFT equation (blue dashed line) in both (a and b). The fitting parameters of the power-law

equation for the diffusion coefficient D ¼ D0
T � Ts

Ts

� ��g
are: g = �2.60, D0 = 1.71 � 10�4 cm2 s�1,and Ts = 204.28 K (w2 = 23.64) and for the viscosity

coefficient are: Z ¼ Z0
T � Ts

Ts

� ��g
are: g = 2.97,Z0 = 0.065 cp and Ts = 203.24 K(w2 = 1.95). The simulated singular temperature Ts for both the diffusion and

viscosity coefficients are approximately 15 K less than Ts obtained by fitting the experimental data.54 The fitting parameters of the VFT equation for the

diffusion coefficient D ¼ D0e
�B

T�T0

h i
are: D0 = 3.05 � 10�4 cm2 s�1, B = 328.34 K, and T0 = 175.54 K (w2 = 2.576) and for the viscosity coefficient

Z ¼ Z0e
�B

T�T0

h i
the fitting parameters are: Z0 = 3.85 � 10�2 cp, B = �360.34 K, and T0 = 175.60 K (w2 = 0.469). The fittings are done using the non-linear

chi-square fitting method156 with the weights calculated from the standard errors.64 We have also used the Marquardt–Levenberg algorithm,157,158 which
is a least square method, to find the fitting parameters, which are presented in Fig. S1 of the ESI.† Adopted with permission from ref. 64. Copyright (2019)
American Chemical Society.
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We applied the TJD approach to explaining the breakdown
of SER. First, DJump was calculated following the steps, detailed
in Section 4.2. Next, the residual-diffusion coefficient DRes was
calculated by subtracting DJump from D (eqn (22)). Finally, we
checked whether the normalized DResZ/T remained unity irre-
spective of temperature and pressure.64 This would confirm the
role of jump-diffusion for the breakdown of the SER in super-
cooled water. The non-Gaussian parameters a2(t), calculated
using eqn (14) for the temperatures between 210 K and 300 K,
are presented in Fig. 8a. On decreasing temperature from 300 K
to 210 K, the characteristic time t* increases from B1 ps to
B560 ps.64 Also, the increase of pressure decreases t*.65 Follow-
ing step (I), the simulation trajectories were divided into
smaller segments, each of duration t*. As per step (II), Rg,i were

calculated for each smaller trajectory segments (eqn (15)). Next,
li was calculated for all water molecules in the ith trajectory
segment using eqn (17). The distance criteria for jump-
trajectory segment were obtained by comparing the simulated
Gsimu

S (r,t*) (eqn (18)) with the theoretical Gtheo
S (r,t*) (eqn (19)).

A sample comparison is shown in Fig. 8b for T = 210 K and 1 bar
pressure. As discussed in step (V), the criteria for a jump-
trajectory segment is li 4 r2. Fig. 8c presents a sample of li

for a particular water molecule during 100 ns simulation
trajectory at 210 K. The jump-trajectories are those for which
li crosses r2 cutoff line. Fig. 9 presents some examples of the
jump and cage-trajectory segments at 210 and 250 K tempera-
tures. Clearly the protocol for identification of the jump-
trajectory segments seemed working properly.

The jump-diffusion coefficient DJump was calculated
(eqn (20)) using the jump frequency nJump and average square
jump length lJump

2 (eqn (21)). Fig. 10a presents wJump = 100 �
(DJump/D) as a function of temperature.64–66,123 wJump depicts the
percentage contribution of the jump-diffusion in total diffu-
sion. Starting from a negligible value at 300 K, wJump increases
with decreasing temperature and reaches almost 50% at
210 K.64 The SER for DJump is shown in Fig. 10b. As expected,
DJump is strongly decoupled from the viscosity. Finally, eqn (22)
was used to calculate the residual-diffusion coefficient DRes by
subtracting DJump from D. Fig. 10c plots the normalized DResZ/T
as a function of temperature. The normalization was done at
300 K. The comparison between DZ/T and DResZ/T plots, one of
the most important results, shows that while DZ/T increases
with decreasing temperature, DResZ/T remains almost constant
with decreasing temperature.64 This strongly suggests that the
jump-diffusion is responsible for the breakdown of the SER
since the exclusion of the jump-diffusion leads to the diffusion-
viscosity coupling at any temperature.

DJump was also calculated at different T–P thermodynamic
state points in a separate work.65 Fig. 11a shows how wJump

varies with temperature for different pressures. wJump decreases
with increasing pressure at a given temperature. So, the jump-
diffusion is more prevalent at lower temperatures and pres-
sures. Fig. 11b plots the normalized DJumpZ/T values as a
function of temperature for all pressures. Evidently, DJump is
strongly decoupled from viscosity at any T–P state points,
suggesting DJump as a natural violator of the SER. Fig. 11c
presents the normalized DResZ/T as a function of temperature
for all the pressures. Fascinatingly, the normalized DResZ/T for
all pressures merged with one other approximately at unity.
Therefore DRes couples with the viscosity of the medium
sufficiently strongly and follow the SER for all T–P thermody-
namic state points. Therefore, these studies provided the most
conclusive evidence of the role of translational jump-diffusion
of water molecules for the breakdown of the SER.

4.2.2 Aqueous binary mixture. The TJD approach was also
used for explaining the breakdown of the SER in a binary
mixture of water and methanol.66 The diffusion coefficient of
water in water/methanol binary mixture was measured by the
NMR-based pulsed gradient stimulated spin-echo technique
(1H-PGSTE).160 It is worth mentioning that the proton exchange

Fig. 7 Pressure dependence diffusion coefficients (a) and viscosity
coefficient Z (b), and normalized DZ/T values (c) at all temperatures.
The normalization of DZ/T values is performed at T = 340 K. Reprinted
with permission from ref. 65. Copyright (2019) American Chemical
Society.
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event from water to the OH group of the methanol molecule
may somewhat affect the diffusion coefficient of water.
However, this is not clear how this proton exchange biases
the measured diffusion coefficient of water. Using the experi-
mentally measured D and Z for pure water,54,109,161,162 pure
methanol,163–169 and water/methanol binary mixtures160,170–173

of different mixture compositions at different temperatures the
role of binary mixture composition on the validity of the SER
was investigated.160 The simulated overall diffusion D, diffu-
sion of water DW, diffusion of methanol DM, and Z values66 are
plotted against temperature for different binary mixture com-
positions in Fig. 12. We compare the simulated DW of water in
the mixture and the simulated DM of methanol in pure metha-
nol with the available expeirmental diffusion coefficients in
Fig. 12b and c, respectively. These show reasonably good
agreement between the simulated and experimental diffusion
values. Some differences between simulation and experimental
data are observed at lower temperature especially for the
equimolar mixture. Both the simulated D and Z values changed
non-monotonically with the methanol mole-fraction xM above
250 K. However, the non-monotonicity decreases with decreas-
ing temperature.

The validity of SER was checked by plotting the normalized
DZ/T values in Fig. 13 for the overall system, water, and
methanol. In all cases, the normalized DZ/T gradually increase
from unity as the temperature was decreased, which suggests
increasing violation of the SER. While intense breakdowns of
the SER were observed in pure supercooled water, the SER
remained almost valid for pure methanol. Methanol concen-
tration had a strong effect on the breakdown of the SER in the
water/methanol binary mixture. Above 260 K, the most intense
violation of the SER was observed for the equimolar mixture,

Fig. 8 (a) The non-Gaussian parameters for all the temperatures studied. (b) The comparison between the simulated self-part of the van Hove
correlation function Gsimu

S (r,t*) (solid line) and the corresponding theoretical one (Gtheo
S (r,t*)) (dashed line) at time t*. (c) The distance traversed by one

water molecule, li, in the ith trajectory segment at 210 K. The peak intensity beyond r2 distance presents the jump-trajectory segments. Reprinted with
permission from ref. 64. Copyright (2019) American Chemical Society.

Fig. 9 Representative jump and cage-trajectories at T = 210 and 250 K.
Panels (a) and (c) represent jump-trajectory segments, while panels (b) and
(d) represent cage-trajectory segments. The color mapping represents the
time evolution of a trajectory. Reprinted with permission from ref. 64.
Copyright (2019) American Chemical Society.
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which is consistent with the experiment.160 However, at the
lowest temperature 220 K, the extent of the breakdown of SER
decreases with increasing methanol concentration.

The effect of methanol concentration on the breakdown of
the SER in the water/methanol binary mixture was explained
using the TJD approach. DJump was calculated for each system
using the steps detailed in Section 4.2. Different parameters in
the jump-diffusion analysis, like t*, a2(t*), nJump etc. showed
non-monotonic composition dependence with the maximum
at xM B 0.5.66 The above non-monotonicity was gradually
reduced with decreasing temperature. wJump, for the overall
system, is plotted as a function of xM at different temperatures
in Fig. 14a. wJump increases with decreasing temperature for all
the binary mixture compositions. The composition depen-
dence on wJump was also interesting. At 300 K, for pure water
and pure methanol, wJump was negligible, while for the equi-
molar mixture wJump was B8%. This astounding increase of

wJump for xM = 0.5 suggested a larger extent of the SER break-
down in the equimolar mixture observed in the experiment.
The increase of wJump with decreasing temperature is max-
imum for pure water. Approximately 40 times increase of wJump

was reported for pure water, while the increase is only 6 times
for xM = 0.5 due to the decrease of temperature from 300 K to
220 K. Finally, DRes for the overall system, water, and methanol
were calculated and the normalized DResZ/T values were
plotted versus T for different compositions. These are pre-
sented in Fig. 14b–d. Interestingly, DRes remains fairly coupled
to the viscosity of the medium almost at all temperatures and
mixture compositions. This is true for the overall system,
water, and methanol. However, the values are somewhat
scattered (0.7–1.2) at temperatures below 240 K, particularly
for the overall system.

Fig. 10 (a) Temperature dependence of the percentage contribution of
jump-diffusion in total diffusion,wJump. (b) Coupling of DJump with the
medium viscosity Z at different temperatures. (c) Coupling of total diffusion
D and the residual-diffusion coefficient DRes with medium viscosity Z at
different temperatures. The error bars in panel (c) are the standard
deviations. Adopted with permission from ref. 64. Copyright (2019) Amer-
ican Chemical Society.

Fig. 11 (a) Temperature-dependent percentage contributionwJump for
different pressures. (b) Normalized DJumpZ/T, and (c) Normalized DResZ/T
as functions of temperature for all pressures. The normalization is done at
T = 340 K. Reprinted with permission from ref. 65. Copyright (2019)
American Chemical Society.
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4.3. Connection between Jump-diffusion and liquid structure

The previous sections have detailed how the TJD approach
successfully explained the breakdown of SER in pure super-
cooled water, and water/methanol binary mixture from the
jump-diffusion perspective. The effect of pressure, tempera-
ture, and mixture composition on wJump was already revealed.
But what is the more fundamental origin of the jump-
diffusion? In this section, we put forward some possible con-
nections between the jump-diffusion and water structure. The
local structure of water, analyzed by the average number of H-
bonds per water molecule nHb and the tetrahedral order para-
meter q, was examined at different T–P thermodynamic state
points. The H-bond between two water molecules was charac-
terized by the following distance and angle criteria:104,174–177

rODOA o 3.5 Å, rOAHD o 2.45 Å, and +HDODOA o 301, where the
H-bond donor and acceptor are defined by ‘‘D’’ and ‘‘A’’,
respectively. The tetrahedral order parameter q of a tetrahedral
structure was calculated using the following equation,178–183

q ¼ 1� 3

8

X3
j¼1

X4
k¼jþ1

cos yjk þ
1

3

� 	2

; (23)

where yjk is the angle between the vectors joining two nearby
water molecules with the central water molecule. hqi = 0 stands
for an entirely random configuration, like an ideal gas, while
hqi = 1 represents a perfectly tetrahedral geometry.

Fig. 15a presents the temperature-dependent nHb of water
at different pressures. Evidently, below 290 K, nHb decreases
with increasing pressure, while nHb increases with decreasing
pressure above 290 K temperature. Fig. 15b shows that wJump

behaves systematically with nHb. wJump is increased with nHb

almost exponentially irrespective of temperature and pres-
sure. Since nHb is the strength of trapping a water molecule,
the more is the value of nHb the larger the trapping force.
Therefore, the increase of wJump with the increase of nHb gives
a clear sign that the diffusion of a trapped water molecule is
more dominated by jump-diffusion. Therefore, the stronger
trapping of a molecule triggers more translational-jump-
dominated diffusion. The average tetrahedral order parameter
hqi of water is presented in Fig. 16a for different T–P thermo-
dynamic state points. Also, Fig. 16b shows a very strong
correlation between hqi and wJump. As the order of the water
molecules increases and water–water H-bond strength
increases, the water molecules increasingly diffuse via the
jump-diffusion mechanism.

Apart from the H-bonding and the tetrahedral ordering
of water, there is another factor that also dictates whether
the jump-diffusion is the key diffusion channel in a binary
mixture of water and methanol. This is the structural inhomo-
geneity of the system, particularly for a binary mixture.
At 300 K, wJump is maximum (B8%) for the equimolar mixture.
This large increase of wJump at xM = 0.5 is primarily responsible
for the maximum SER breakdown for the equimolar mixture

Fig. 12 Comparison between simulated (solid line) and experimental (dashed line) transport coefficients. (a) Temperature-dependent overall self-
diffusion coefficient D for different systems. The inset shows the non-monotonic composition dependence of D at 300 K and monotonic composition
dependence at 220 K. (b and c) Temperature-dependent diffusion coefficients of water (DW) and methanol (DM), respectively. (d) Temperature-
dependent shear viscosity coefficient (Z) for different systems. The inset of (d) shows the non-monotonic composition dependence of Z at 300 K and
monotonic composition dependence at 220 K. Reprinted with permission from ref. 66. Copyright (2020) American Chemical Society.
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as seen in the experiment. However, this non-monotonic
behavior is reduced by decreasing the temperature. It was
found that the above increase of wJump in the equimolar
methanol/water binary mixture is connected to the dynamic
heterogeneity, which was measured by the area under the
Gs(r,t*) curve f beyond the distance r2,184–187 the distance
criteria for jump-diffusion. The enclosed area f is shown
in Fig. 17. Fig. 18 presents f as a function of the methanol
concentration at different temperatures. The non-monotonic
composition dependence of wJump is evident at 300 K. How-
ever, the non-monotonicity is reduced by the decrease of
temperature. The equimolar water/methanol mixture is
dynamically more heterogeneous. Methanol induces micro-
heterogeneity in the aqueous solution even at room tempera-
ture, which is akin to other similar aqueous binary
mixtures.188–201

5. Conclusion and future scope

In this article, we have reviewed significant works focusing on
the breakdown of the SER in supercooled water. Although prior
studies have provided some theoretical explanations for the
observed breakdown of the SER, we have not yet reached a
consensus. Because of the presence of the homogeneous
nucleation temperature of the water, it is practically impossible
to keep bulk water liquid below TH. To avoid the crystallization
of water, earlier experiments considered confined water for
studying the SER validity. We have reviewed the studies, which
measured the average translational relaxation time instead of
viscosity of the medium for checking the validity of SER in
indirect means. However, with the progress of advanced experi-
mental techniques, it has been recently possible to measure the
viscosity of bulk supercooled water at different T–P thermo-
dynamic state points accurately. The breakdown of SER was
observed directly using the measured diffusion and viscosity for
the wide range of temperature and pressure. The key findings
of these studies are reviewed here.

We have also reviewed the theoretical and MD simulation
studies, which significantly contributed to understanding the
breakdown of SER. The LLCP-based approach showed the onset
of the breakdown of the SER as the crossing of the Widom line.
The DZ/T lines for different pressures collapse into one line
when the variable T is replaced by T–TW at a given pressure;
where TW is the Widom line temperature. The increasing
breakdown of SER with decreasing temperature of the super-
cooled water was linked to the increasing dynamical hetero-
geneity of the medium. A dynamical version of the
thermodynamic two-state model of water was also used to
explain the temperature- and pressure-dependent diffusion
and viscosity of water. The two-state model considered liquid
water to be a mixture of HDS and LDS. The breakdown of the
SER at lower temperatures was explained in connection with
the Widom line defined by an equal fraction of these two states.
However, the above approaches were seriously challenged by a
study reporting the breakdown of the SER of water at very high
pressure (in the order of GPa) and the temperature at which
water cannot be thought of as a mixture of two states.

An alternate explanation for the breakdown of SER was given
by our group. This is the TJD approach, which has been
reviewed here in detail. First, the steps for estimating the
jump-diffusion coefficient are listed. Further, we have detailed
few examples, where the TJD approach successfully explained
the breakdown of SER in pure supercooled water and water/
methanol binary mixture. The translational jump-diffusion
coefficient was calculated for supercooled water at different
T–P thermodynamic state points and a binary mixture of water
and methanol at different temperatures and compositions. The
jump-diffusion coefficient was then subtracted from the total
diffusion coefficient to obtain the residual-diffusion coefficient.
The validity of the SER for the residual-diffusion coefficient,
instead of the total diffusion coefficient, proves the role of
jump-diffusion in the breakdown of the SER. Finally, we made
an effort to connect the jump-diffusion with the microscopic

Fig. 13 Temperature-dependent normalized DZ/T values for (a) the over-
all system, (b) methanol, and (c) water for different compositions. The
normalization is done at 300 K. Reprinted with permission from ref. 66.
Copyright (2020) American Chemical Society.
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structure of water. As the tagged water molecule is more
strongly arrested by neighboring water molecules it diffuses
more via jump translation. This correlation is important in
explaining the breakdown of the SER in various systems.

We now comment on the timescale relevant to the break-
down of the SER in the general supercooled liquid. Kaufman
and coworkers202 calculated frequency-dependent diffusion
and viscosity coefficients to check the validity of the generalized
SER. The authors found that the SER is valid to a good
approximation at the frequencies that are associated with the
b-relaxation regime when the particles rattle inside the cage.
The authors argued that although the b-relaxation regime is

dynamically heterogeneous the SER remains valid and there-
fore they concluded that the dynamical heterogeneity does not
necessitate the breakdown of the SER. This was opposite to the
general notion that the breakdown of the SER stems from the
heterogeneous dynamics of the system having both highly
mobile and least mobile particles.117 Note that the above
conclusion was drawn based on the non-Gaussian parameter
a2(t). However, there is an intense debate on the actual time
scale depicting the dynamical heterogeneity and the SER break-
down. Instead of using a2(t), Szamel and coworkers203 proposed
a new non-Gaussian parameter g(t) that weights the immobile
particles which move less than expected from the Gaussian

Fig. 14 (a) Methanol concentration dependences of wJump, the percentage contribution of jump-diffusion DJump in the total diffusion D, at different
temperatures: 220 K (red), 240 K (blue), 260 K (pink), 280 K (dark green), and 300 K (black). The inset in panel (a) presents the temperature dependence of
wJump at three different mole fractions: pure water, pure methanol, and equimolar water/methanol binary mixture. Temperature-dependent normalized
DResZ/T for the (b) overall system, (c) methanol, and (d) water. The normalizations were done at 300 K. Adopted with permission from ref. 66. Copyright
(2020) American Chemical Society.

Fig. 15 (a) The average number of hydrogen bonds per water molecule nHb at different temperatures and pressures. (b) wJump as a function nHb.
Reprinted with permission from ref. 65. Copyright (2019) American Chemical Society.
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distribution. It was found that g(t) performs better than a2(t) as
far as the heterogeneity timescale is concerned. Although at a
higher temperature, the peak positions for a2(t) and g(t) are

same, the peak position of a2(t) increases slower than g(t)
with decreasing temperature. Studies by Kim and Saito inves-
tigated the lifetime of dynamical heterogeneity in supercooled

Fig. 16 (a) The average tetrahedral order parameter hqi at different temperatures and pressures. (b) wJump as a function of hqi. Reprinted with permission
from ref. 65. Copyright (2019) American Chemical Society.

Fig. 17 Exponential decays of the simulated self part of the van Hove correlation function at time t*, when a2(t) is maximum, for three different
compositions (xM = 0.0, 0.5, 1.0) and two temperatures (220 K and 300 K). The shaded part is the area f under a curve beyond r2 distance. The vertical
dashed lines indicate the r2 distance. Reprinted with permission from ref. 66. Copyright (2020) American Chemical Society.
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liquids using a four-point, three-time density correlation
function.204,205 They examined the physical role of the lifetime
of dynamical heterogeneity thetero in the breakdown of SER by
calculating the frequency-dependent viscosity and self-
diffusion constant.206 At low temperatures, a strong breakdown
of SER was observed at lower frequencies. The characteristic
time scale of the violation is in accord with thetero. Therefore the
dynamical heterogeneity is directly linked to the violation of the
SE relation in supercooled liquids. These studies raised an
important point about the actual timescale concerning the
dynamic heterogeneity and breakdown of the SER in super-
cooled water. In the heterogeneous dynamics, the jump diffu-
sion of particles are responsible for the breakdown of the SER.
One can address how these different timescales contribute to
the breakdown of SER via the present TJD approach.

Finally, we comment here on the future scope of the TJD
approach. Even though the above approach has been used only
in pure bulk water and a binary mixture of water and methanol,
this approach has potential application in various problems.
The following are some of the problems one can study using the
TJD approach. (i) Although we have considered here only the
supercooled water, very similar behaviors are seen for other
liquids also. Diffusion in mediums, such as room temperature
ionic liquids (RTILs)147,207–212 deep eutectic systems
(DES),213–217 phase change material (PCM),218–221 usual glass-
forming liquids,222–230 and polymeric material,231–236 show a
strong breakdown of the SER. The TJD approach may provide
insights into this problem. For understanding in a crowded
environment or highly heterogeneous medium, position-
dependent diffusion and friction might be relevant.237–242

(ii) The experimental observation on the breakdown of the
SER in water at extreme pressure (GPa range) and temperature
challenged the usual concept of hot dense water behaving as a
simple liquid.106 The LLCP hypothesis and the two-state model
of water seem to fail in explaining the breakdown of the SER in
the above T–P region. The present TJD approach can provide
new insights into the breakdown of the SER in this regime.
(iii) Hopping dynamics of molecules in a biological system are

important. The hopping of lipid molecules from one domain to
another in the biological cell membrane is important in various
contexts, such as protein trafficking, cell signaling, etc.243–252 The
TJD approach, with necessary modification, can be used for
understanding the hopping dynamics of the lipid molecules
and elucidating allied biological problems. This approach can
be also used to understand the diffusive dynamics of protein and
water in its hydration shells188,217,253–257 (iv) The quantum effect
on dynamics of water is very important, particularly in the deeply
supercooled regime near the glass transition temperature.258 A
number of studies have suggested that the quantum fluctuation
partially disrupts the H-bonding network of water.258,259 The less
structured H-bonding network, compared to that in the classical
counterpart, somewhat reduces the viscosity of the medium and
enhances the translational and rotational diffusion of the
molecules.258,260–268 Although the quantum effects of different
dynamical properties of supercooled water are studied the quan-
tum effect on the validity of the SER remains largely unaddressed.
This might be an important topic to address in the future using
the TJD approach.

Abbreviations

1H-PGSTE 1H-Pulsed gradient stimulated spin-echo technique
CPF Critical-point-free
DW Debye–Waller
FTIR Fourier transform infrared spectroscopy
HDL High-density liquid
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LDL Low-density liquid
LDS Low-density state
LLCP Liquid–liquid critical point
MD Molecular dynamics
MSD Mean square displacement
QENS Quasi-elastic neutron scattering
SER Stokes–Einstein relation
SEDR Stokes–Einstein–Debye relation
SFA Singularity free approach
SLC Stability-limit conjecture
TIP4P/2005 Transferrable intermolecular potential four point/2005
TIP5P Transferrable intermolecular potential five point
TJD Translational Jump-diffusion
TMD Temperature of maximum density
VFT Vogel–Fulcher–Tamman
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Appendix

We assume that the translational jumps of molecules are not
correlated and statistically independent from each other.
Therefore, the current problem effectively turns into the ran-
dom walk problem.10 For simplicity, we derive for 1D random

Fig. 18 The area under the curve, shown in Fig. 17, as a function of
mixture composition at different temperatures. Reprinted with permission
from ref. 66. Copyright (2020) American Chemical Society.
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walk. As per the definition of the random walk, the probability
of moving along the positive x-axis is equal to the probability of
moving along the negative x-axis. Let us assume the total
number of jumps of a molecule is nJump. Let us suppose that
a jumping molecule takes displacement sj because of the jth
jump occurrence. Note that unlike li, which is always positive,
sj can be either positive or negative. Due to the number of
jumps, the effective displacement of a molecule is:

x ¼
XnJump

j¼1
sj : (A1)

These jumps are assumed to be completely independent of
each other. The average over many replicas of the random
walk is

x ¼
XnJump

j¼1
sj ¼ 0: (A2)

Similarly, we can calculate the average square displacement as

x2 ¼
XnJump

i¼1

XnJump

j¼1
sisj ¼

XnJump

i¼1

XnJump

j¼1
sj
2dij : (A3)

Therefore, we can write

x2 ¼
XnJump

j¼1
sj
2: (A4)

Therefore, the variance can be written as,

Dx2 ¼ x2 � x2 ¼
XnJump

i¼1
sj
2: (A5)

Now, for three dimensions, we can write,

Dr2 ¼
XnJump

j¼1
lj2 ¼ nJumplJump

2; (A6)

where lj
2 is square jump distance in three-dimension for the jth

jump-trajectory segment. lJump
2 is the average square jump

distance, which can be written as,

lJump
2 ¼ lim

nJump!1

1

nJump

XnJump

j¼1
lj2 (A7)

r2 at the final time of the trajectory, ttraj can be obtained also
from Einstein’s equation

r2 = 6DJumpttraj. (A8)

Comparing eqn (A6) and (A8), we obtain the expression of
DJump as

DJump ¼
1

6
nJumplJump

2 (A9)

where nJump, the jump frequency, can be written as,

nJump = nJump/ttraj (A10)

and lJump
2 is calculated using eqn (A7).

Although the eqn (A9) is derived for one particle, we can
analyze the trajectories of all N molecules, present in the system
and calculate the jump-diffusion coefficient using eqn (A9).
However, the calculations of nJump and lJump

2 consider all jump
occurrences in the system. If the total number of jump occur-
rences is NJump for all the N molecules, we can write the
expression of nJump and lJump

2 as following,

nJump ¼
NJump

Nttraj
and lJump

2 ¼ lim
NJump!1

1

NJump

XNJump

j¼1
lj2

DJump ¼
1

6

NJump

Nttraj

� 	
lJump

2 ¼ 1

6
nJumplJump

2:

(A11)

Here nJump is the jump frequency (number of jump occur-
rences per molecule in unit time) and lJump

2 is the average
square jump length, averaged over all the jump events in the
system NJump. So, we can write the expressions of nJump and
lJump

2 as follows:

nJump ¼
NJump

Nttraj
; (A12)

and

lJump
2 ¼ lim

NJump!1

1

NJump

XNJump

i¼1
li2 (A13)
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